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PREFACE 

Nanostructures of semiconductors and metals show novel optical and transport properties. 
Semiconductor quantum dots, for example, show striking size-dependent optical and electronic 
properties when their dimensions become comparable to or smaller than the Bohr exciton radius, 
due to quantum confinement of the charge carriers. These nanostructures offer the perspective of 
designing materials properties with unprecedented flexibility and control. This has motivated much 
research in the synthesis and characterization of new materials, along with deriving novel 
properties and devices. There has also been a growing interest in the conjugation of colloidal QDs 
and metallic nanoparticles with biomolecules, and their use in a variety of bio-oriented 
applications. 

Symposium N, "Quantum Dots, Nanoparticles and Nanowires," held December 1-5 at the 2003 
MRS Fall Meeting in Boston, Massachusetts, was an excellent opportunity for scientists with 
various expertise in the growth, characterization and applications of inorganic nanostructures, such 
as quantum dots, nanowires and nanorods, to gather and share the latest developments in the field. 
The weeklong symposium was extremely well attended with over 110 oral presentations and 140 
poster presentations. With over 300 submissions. Symposium N was the largest of the overall 
Meeting. 

Reports published in this proceedings were peer-reviewed. They include reports on techniques 
to prepare and characterize novel materials, investigations of novel optical and electronic 
properties, and novel applications, such as those that are biologically inspired. Topics covered in 
this proceedings include: Synthesis and characterization of semiconductor quantum dots, 
nanoparticles and nanowires using wet chemistry and molecular beam approaches; Synthesis, 
characterization and novel properties of metallic nanostructures; Optical properties of neutral and 
charged excitons and exciton complexes in self-assembled QDs; Nanoscale devices and sensors 
based on nanostructures and their properties; Design and characterization of QD-bioconjugates and 
their use in assay developments. Reports are organized by a combination of subjects and sessions. 

The organizers thank all contributors for their effort and hard work to make this symposium an 
exciting experience and the published proceedings a valuable reference. The organizers also 
acknowledge the financial support from Evident Technology and the Office of Naval Research 
(CNR). 

P. Guyot-Sionnest 
H. Mattoussi 
U. Woggon 
Z.-L. Wang 

March 2004 
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Structural and optical properties of CdSe, CdTe and CdSeTe nanoparticles 
dispersed in SiOi films 

P. Babu Dayal *', N. V. Rama Rao', B. R. Mehta ', S. M. Shivaprasad ^ and P. D. Paulson ^ 
' Thin Film Laboratory, Department of Physics, Indian Institute of Technology Delhi, 
New Delhi-16, India. 
^ Surface Physics Group, National Physical Laboratory, New Delhi-42, India. 
^ Institute of Energy Conversion, University of Delaware, Newark, USA. 

Abstract 

CdScxTei-x nanoparticles (with different stoichiometry ratio x) dispersed in silicon 
dioxide films have been grown by magnetron sputtering technique followed by thermal 
annealing. Effect of thermal annealing conditions on the structural, compositional, optical and 
electronic properties of nanoparticles has been studied using GAXRD, XPS, TEM, and 
spectroscopic ellipsometry techniques. A structural transformation in the nanoparticle core 
mediated purely by surface layer effects in the case of CdTe and a spontaneous self-organization 
of nanoparticles into nanorods in the case of CdSe via fractal growth has been observed. 
Preliminary observations from the ellipsometry measurements carried out on some of these 
nanoparticle films shows a blue shift of absorption edge. 

Introduction: 

Electronic and optical properties of semiconductor nanoparticles can be controlled by 
varying size, shape and surface layers [1-4]. In recent years, chacogenide semiconductor 
nanoparticles have attracted considerable attention due to remarkable electronic response and 
ultra-fast optical gain [5-9]. In the case of semiconductor nanoparticles dispersed in glass matrix, 
the transparent glass matrix provides an effective way of maintaining the individual nanoparticle 
characteristics and preserving the surface structure [10-13]. This is advantageous in comparison 
to chemically capped or nanoparticles dispersed in polymeric materials [14]. Although size- 
dependent properties of semiconductor nanoparticles of I-VII, II-VI, III-V and IV groups in glass 
matrk have been widely reported [15-16], the synthesis parameters used for controlling size also 
effect the composition of binary or ternary phases. This is especially important as different 
elements (Cd, Se and Te) have widely varying vapor pressure and diffusion co-efficient in the 
glass matrix. Thus it is difficult to control nanoparticle size, without varying the composition or 
surface structure. To some extent, this problem has been circumvented by using elemental Cd, Se 
and Te along with SiOz targets for growing binary and ternary CdScxTei.x semiconductor 
nanoparticles in glass films by keeping the area of elemental targets in proportion to the 
sputtering yield. This method of making semiconductor nanoparticles using elemental targets 
seems to be superior in comparison to conventional melting and quenching techniques [17], The 
central objective of this study is to give an overview of the results of the structural, 
compositional, optical, and electronic characterization of CdScxTei-x nanoparticles dispersed in 
Si02films prepared by the above method. 



Experimental: 

Magnetron sputtering technique has been used to grow semiconductor nanoparticles in 
Si02 films. High purity elemental Cd, Se and Te pieces fixed onto a 2-inch diameter Si02 slab 
has been used as the sputtering target. Substrate rotation at 8 rpm has been employed to achieve 
deposition uniformity. Argon partial pressure of 3.5 x 10"^ Torr at a flow rate of 10 seem is 
maintained during sputtering. A power of 120 watt from a 13.56 MHz RF generator has been 
used for sputtering. In the following discussion, samples having CdScxTei-x nanoparticles 
dispersed in SiOa films will be referred to as CdScxTei-xiSiOa samples. Post deposition heat 
treatment has been done in vacuum at 5x10"* Torr, in air and in Na ambients at atmospheric 
pressure at temperatures ranging from 200 to 600 "C. The structural characterization of 
CdSexTel.x:Si02 films has been performed using a x-ray diffiactometer (Rigaku RU-200 B, 
Japan) with a glancing angle attachment (GAXRD). The composition of various phases has been 
studied with a Perkin-Elmer-1257 x-ray photoelectron spectrometer (XPS) using Mg Ka 
radiation having energy at 1253.6 eV. Optical absorption (OA) studies have been done using 
Perkin-Elmer Lembda 900 spectrophotometer. Spectroscopic Ellipsometry (SE) measurements 
were carried out using variable angle spectroscopic ellipsometer, VASE   (J.A.Woollam Co., 
Inc) at 57.5,62.5 and 67.5" incident angles in the 0.725-4.6 eV photon energy range. Electron 
microscopy studies were carried out using JEOL JEM 200 CX TEM operated at 200 KeV (with a 
resolution of 0.35 nm in point TEM mode) by depositing approximately a 100 A thin films 
directly onto the amorphous carbon coated grids (200 mesh) followed by thermal annealing. 

Results and discus.sion: 

i) CdTe nanoparticles: 

As shown in Fig. 1 (i), GAXRD spectrum of TO (as-deposited) sample has amorphous 
nature and is possibly an admixture of Cd, Te and SiOa phases. The spectrum of the sample T6 
(vacuum annealed at 600"C for 2 hours) shows predominant peaks corresponding to the cubic 
(fee) phase of CdTe. In the case of sample T7 (annealed in air ambient at 600"C for 2 hours) 
peaks corresponding to the hexagonal CdTe and monoclinic cadmium tellurium oxide (CdTeOj) 
phases are observed [18]. XPS spectra of TO, T6 and T7 samples taken after sputter cleaning for 
about 10-20 minutes are shown in Fig. 1 (ii). The splitting of Te 3d5/2 peak inT6 and T7 samples 
[curves (b) and (c) respectively] indicates two types of bonding configurations for Te. In case of 
T6 and T7 samples, the peak 1 at 573.5 eV corresponds to the presence of CdTe (which is 
probably shifted from the bulk value 572.7 eV) and peak 2 at 576.8 eV is due to CdTeOs, 
matches well with the standard values [19]. In the Te 3d 5/2 spectra, the higher intensity of peak 2 
and peak 1 is in T7 sample indicates the formation of a thicker CdTeOj capping layer in 
comparison to amorphous interfacial layer in T6 sample. In 01s core levels, spectra of TO, T6 
and T7 samples [curves (d), (e) and (f) respectively] the position of peak 3 (531 eV) and peak 4 
(533 eV) indicates that oxygen is present in the form of CdTeOs and SiOa phases respectively 
[39]. XPS analysis shows that the CdTe:Si02 concentration ratio in samples T6 is 12:88. 
Estimated nanoparticle density in these samples is approximately 8 XIO' '/cm'. Electron 
micrograph of sample T6 given in Fig. 3 (i) clearly shows the nanoparticle character of CdTe in 
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Fig. 1: (i) X-ray diifractogram of TO, T6 and T7 CdTerSiOa samples, (ii) XPS core level spectra 
of Te and O2 of TO, T6 and T7 CdTe:Si02 nanoparticle films and (iii) 62" spectra of TO, T2 and 
T4 samples showing Eo, Eo+Ao,Ei and Ei+Ai transitions. Vertical lines are the corresponding 
bulk values. (For clarity, spectra of samples T2 and T4 have been shifted by 30 and 60 units 
along the positive y-axis, respectively) 

CdTe:Si02 samples. GAXRD and XPS studies shows that, diffusion of Cd and Te in Si02 matrix 
results in coalescence leading to the growth of CdTe nanoparticles having cubic structure with an 
amorphous CdTeOs interfacial layer. On annealing the same TO sample in air at eOO^C, CdTe 
nanoparticles having hexagonal structure covered by a crystalline CdTeOa capping layer are 
observed. The presence of large concentration of stacking faults in hexagonal CdTe 
nanoparticles leads to a cubic to hexagonal structural transformation due purely to surface 
effects. The kinetics of formation of amorphous and crystalline surface layers along with the 
existence of stacking faults has been well demonstrated elsewhere [20]. 

The effect of nanoparticle size on optical properties of CdTe:Si02 films has been studied 
using VASE on TO, T2 and T4 samples (T2 and T4 being vacuum annealed samples at 200 and 
400"C respectively). The method of extracting the optical functions of individual CdTe 
nanoparticles in Si02 films has been described elsewhere [21]. The dielectric response [second 
derivative of dielectric constant £2 spectra (Zi")] of the CdTe nanoparticles given in Fig. 1 (iii) 
show four critical points (corresponding to the zero of £2") Eo, Eo+Ao,Ei and Ej+Ai respectively 
corresponding to the allowed optical transitions occurring between r8''-r6'', TT'-Ti^, L4,5^-L6'^ and 
W-i-6^ energy levels in the electronic band structure of CdTe. Eo is the optical absorption gap of 
CdTe at F point and Ei is the absorption edge at the L point corresponding to the center and edge 
of the first Brillouin zone, respectively. Eo energy is blue shifted by a very small amount and 
approaches the bulk value with the increase in size of nanoparticles. 

ii) CdSe nanoparticles: 

GAXRD spectrum of CdSe:Si02 samples shown in the Fig. 2 (i). The XRD spectrum of 
sample SO (as-deposited) indicates the amorphous behavior analogous to that observed in 
CdTe:Si02 nanoparticle samples. The GAXRD spectrum of samples S5 (annealed in vacuum at 
500"C for 2 hours) and S7 (air annealed at eOO^C for 2 hours) shows predominant peaks 
corresponding to the hexagonal and cubic phases of CdSe respectively. The hkl values assigned 



to peaks of samples S5 and S6 shown in the Fig. 2 (i) corresponding to the hexagonal and cubic 
phases of CdSe nanoparticles in agreement with standard literature [24]. 
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Fig. 2: (i) GAXRD spectra of SO, S5 and S6 CdSeiSiOa nanoparticle films and (ii) GAXRD 
spectrum of CdSCxTei-x (x=0.5, surface area) nanoparticle of sample ST5 annealed in nitrogen 
ambient in comparison to CdTe and CdSe nanoparticle samples T5 and S5 prepared under 
similar conditions. 

Electron micrographs of CdSerSiOa sample S4 (annealed to 400"C for 2 hours in 
vacuum) shown in Fig. 3 (ii) presents a very interesting observation. Nanorod structures having 
an average particle size 13-19 nm and an aspect ratio of 1-26 have been observed in sample S4. 
This is in contrast to the nanoparticle structure observed in case of CdTe:Si02 samples in Fig. 3 
(i). Strong and long-range dipole-dipole interactions among the individual CdSe nanoparticles 
present in the SO samples might be driving these CdSe nanoparticles to aggregate and align 
themselves to form fractals [2.5,26]. The decrease in viscosity of glass matrix with higher 
annealing temperature make the diffusion process easier allowing the spontaneous self- 
organization of CdSe nanoparticles into quasi 1-D nanorods. These nanorod structures have been 
persistently observed up to 600"C annealing in vacuum in the case of sample S6. 

Fig. 3: Electron micrographs of (i) CdTe:Si02 nanoparticles in sample T4, (ii) CdSeiSiOa 
nanorods in sample S4 and (iii) CdScxTei-x nanoparticles in ST5 sample annealed in nitrogen 
ambient in similar conditions. 



iii) CdSexTei-x nanoparticles: 

As-deposited and annealed CdSe^Tei-x: Si02 nanoparticle films have been prepared 
having targets surface area x= 0.25, 0.5 and 0.75. For x=0.5, GAXRD spectrum given in the Fig. 
3 (ii) shows the formation of CdSeTe nanoparticles evidenced by the shift in (111) peak [27]. 
Electron micrograph studies were also carried out to directly observe the CdSeTe nanoparticles. 
Fig. 3 (iii) shows an electron micrograph of as deposited CdScxTei-x films annealed at 400 C in 
nitrogen ambient (sample ST4) showing the nanoparticle characteristics. Due to the higher vapor 
pressure of Se in comparison to Te for a given temperature [28], a change in the stoichiometry 
was observed in CdTeSe sample prepared by anneahng in vacuum. Annealing the CdSeTe 
samples in N2 ambient was observed to reduce this problem. 

Conclusions: 

CdSexTei-x (0 < x < 1) nanoparticles dispersed in Si02 films have been synthesized by 
sputter deposition followed by thermal annealing. In the case of CdTe nanoparticles, an 
amorphous interfacial layer formed during vacuum annealing transforms the crystal structure 
from cubic to hexagonal surrounded by crystalline CdTeOs capping layer formed during air 
annealing. An accurate determination of the optical properties using spectroscopic ellipsometry 
has resulted in a first time and unambiguous study of the size dependent shift of Eoand Eo+Ao 
energies at T point in CdTe nanoparticles. CdSe nanorods having an average diameter 13-19 nm 
and aspect ratio of 1-26 have also made in glass matrix .In all the three, CdTe, CdSe and CdSeTe 
nanoparticles systems, the optical absorption edge has been blue shifted to higher energies due to 
quantum confinement effect. This study shows that the present method can be used for growing 
semiconductor nanoparticle ternary phase. 
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ABSTRACT 

Lasing from CdSe/ZnS quantum rods and quantum dots both in solution and in a film is 
studied by utilizing a high Q cylindrical microcavlty, showing Whispering Gallery Mode 
(WGM) lasing. CdSe/ZnS quantum rods, in comparison to quantum dots, exhibited remarkably 
reduced lasing thresholds. In addition, polarization measurements revealed that quantum rods 
have a linear polarized lasing, in contrast to quantum dots that show no preferable lasing 
polarization. Furthermore, an efficient and reproducible method is employed for preparation of 
nanocrystal films inside capillaries by laser irradiation for achieving robust lasing. Further 
irradiation of the fikn resulted in a room temperature stable lasing over hundreds of pump pulses, 
lasing thresholds as low as 0.02mJ and lasing intensities that are three orders of magnitude larger 
than the saturated fluorescence intensity. This was successfully applied to CdSe/ZnS quantum 
rod samples of varied dimensions and was also demonstrated for quantum dot samples. 

INTRODUCTION 

Semiconductor nanocrystals show potential for applications ranging from photonics and 
resonator on-a-chip devices to biosensing. An obvious advantage of such nano particles is the 
remarkable spectral coverage for luminescence that is afforded via the quantum confinement 
effect by merely controlling the size and composition of the nanocrystals using well-developed 
colloidal synthesis [1,2]. Recent synthesis efforts led to the shape control of such colloidal 
prepared CdSe nanocrystals by a modification of the colloidal synthesis to obtain rod shaped 
particles - quantum rods [3,4,5]. In contrast to the spherical shaped quantum dots, quantum rods 
have linearly polarized emission as demonstrated by single crystal measurements and theoretical 
calculations [6,7]. Nanocrystal's low dimensionality is expected to provide low lasing thresholds 
and lasing that is insensitive to temperature thus making the nanocrystals interesting new 
candidates as optical gain materials. However, there are also very fast loss mechanisms and 
mainly the fast Auger recombination process that prevents efficient lasing [8,9]. In order to 
overcome the losses we utilize glass capillary tubes that serve as both convenient micro- 
containers for the samples i.e. the gain medium, as well as the microcavlty for Whispering 
Gallery Mode (WGM) lasing [10,11]. The short round-trip times in the microcavities and the 
very high quality factors make it possible to compete with rapid loss mechanisms that counteract 
population inversion necessary for lasing [12]. 



EXPERIMENTAL DETAILS 

The CdSe quantum dots were grown using the methods of coUoidal nanocrystal synthesis 
utilizing high temperature pyrolysis of organometallic precursors in coordinating solvents and 
are overcoated by hexadecylamine (HDA) and trioctylphosphine oxide (TOPO) [3]. The growth 
of a few monolayers of ZnS to form a core/shell structure enhances the fluorescence quantum 
yield from ~5 % to 60 %. Quantum rods are prepared as pubHshed elsewhere, where the addition 
of phosphonic acids results in rod growth through a surfactant controlled mechanism [3,4]. 
Growing a thin ZnS shell provides rod samples with quantum yield of 20 to 40% depending on 
rod-dimensions [5]. 

For experiments preformed on a nanocrystal solution, an optical fiber (125 micron in 
diameter) that was inserted into a glass capillary (200 micron in diameter) was used as the 
cylindrical microcavity. 3mg of nanocrystals were dissolved in 100|iL of anhydrous Hexanes to 
foi-m a highly concentrated solution that was loaded into the capillary by simple capillary action. 
The capillaries were prepared within a dry box and sealed by epoxy glue. 

In the case of laser prepared films, 200 micron and 153 micron capillaries that served as the 
cylindrical microcavity were loaded with a concentrated nanocrystal solution in Toluene. The 
laser prepared films were produced by illuminating the capillary with a sequence of pump pulses 
with intensity of ~3 mJ resuhing in the formation of a dense solid film on the edges of the 
irradiated spot. After the preparation process, the threshold for lasing from the pre-prepared fihn 
was characterized. 

For emission and lasing studies, the capillary tubes were pumped from the side using the 
second harmonic of a Nd:YAG laser at 532 nm (beam radius w~0.3 mm), with the emission 
collected at 90 degrees and detected using a spectrograph/CCD setup. All experiments were 
carried out in ambient conditions. 

RESULTS AND DISCUSSION 

The characteristics of samples used in this study are presented in figure 1 showing 
transmission electron microscope (TEM) images of CdSe/ZnS quantum rods of different size and 
of a quantum dot sample. The good size distribution and shape control that is observed is 
essential for achieving lasing by reducing the inhomogeneous broadening of the gain profile. 

Figure 1: TEM images of quantum rod sample of (a) 4nm x 14nm (diameter x length) (b) 4nm x 
24nm and (c) quantum dot sample of 4nm m diameter. 
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Figure 2: a) Lasing in quantum rods, 4nm in diameter and 24nm in length, at different pump 
powers. The pump intensities from low to high are: O.OlmJ, 0.02mJ, 0.4mJ, 0.55mJ, 0.8mJ. The 
laser peak at 2eV appears above a threshold of 0.02mJ. The right inset is a schematic top view of 
the cyMndrical microcavity experimental setup as described in the text b) The intensity of the 
lasing peak (filled squares) and the fluorescence (empty circles) versus the pump power. An 
abrupt change in intensity is apparent above the threshold (The hne is a guide for the eye). 

Figure 2a presents results of lasing for a pre-prepared fihn of CdSe/ZnS quantum rods, 4nm in 
diameter and 24nm in length, within the capillary tube. Emission spectra collected from a laser 
pre-prepared film are shown for several laser excitation intensities where each spectrum 
corresponds to a single laser shot. At low excitation intensities (e.g. 0.01 mJ), the spectrum 
resembles that measured for the emission of quantum rods in solution (Fig. 2-left inset).At 
higher intensities, starting around 0.02 mJ, a narrow peak to the red of the fluorescence 
maximum starts to emerge. At even higher intensities, the lasing peak completely dominates the 
emission. Figure 2b shows the dependence of the intensity of the lasing peak and fluorescence 
peak on pump power. The lasing shows clear threshold behavior manifested as an abrupt change 
of slope at the onset of laser action and lasing intensities that are nearly three orders of 
magnitude larger then the saturated fluorescence intensity. 

Such robust lasing films within the capillary tube were reproducibly obtained by utilizing the 
pump laser [13]. By extensive high power irradiation of the quantum rods solution in the 
capillary, a build up of the emission is starting to occur while forming a soUd film on the 
cylindrical microcavity inner walls. Such a pre-prepared area then yields robust lasing and shows 
the typical threshold behavior as demonstrated in Figure 2. Lasing was demonstrated using this 
preparation procedure also for another rod sample with dimensions of 4x14 nm and for quantum 
dot sample of 3.5nm in diameter, proving the applicability of our approach to different 
nanocrystal samples. However, the achieved threshold values vary depending on the quality of 
the film/capillary boundary formed that could be improved by further optimization of this 
procedure. 

Lasing was also observed for CdSe/ZnS nanocrystals in solution. In this case, where an 
optical fiber surrounded by the nanocrystals solution and enclosed by the capillary served as the 
cylindrical microcavity, the lasing was observed on the fiber outer surface. Figure 3 presents 
results for lasing from quantum dots of 4nm in diameter in a Hexane solution. While at low 
excitation powers the typical fluorescence spectrum is observed, at higher excitation powers, as 
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for the quantum rods, a narrow lasing peak is developed on top of the envelope of the 
fluorescence spectrum. Pump-probe experiments revealed induced absorption features in the 
potential gain region for CdSe/ZnS quantum dots in solution suggested to limit the possibiUty of 
achieving lasing in this medium. However, lasing was achieved here by pumping close to the 
band gap and due to the high Q value afforded by the cylindrical microcavity [12,14]. Both in 
this configuration and in the laser pre-prepared film configuration the lasing threshold for 
quantum dots was typically about two orders of magnitude higher than the lasing threshold for 
quantum rods (Figure 3b). The remarkably reduced lasing thresholds exhibited for CdSe/ZnS 
quantum rods, in comparison to quantum dots, is essentially assigned to increased oscillator 
strength, increased Stokes shift that reduces losses due to reabsorption, and slower Auger rates 
which are dependent on size. The difference between quantum rods and quantum dots is related 
to the transition from zero-dimensions to quasi-one dimensions, which directly impacts their 
optical and electronic properties [6]. 
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Figure 3: a) Lasing from quantum dots solution of 4nm in diameter. The spectra taken for 
different pump powers from low to high: 0.5mJ, 2.5mJ, 3.4mJ, 4.8mJ. Above a threshold of 
~3mJ a narrow lasing peak emerges at 2.16eV (The peak at 2.33eV is the scatter from the pump 
laser). The right inset describes schematically the experimental configuration where an optical 
fiber that is inserted into the capillary serves as the cylindrical microcavity. The gray area 
represents the quantum dot solution that serves as the gain medium, b) The intensity of the lasing 
peak (filled squares) and the fluorescence (empty circles) versus the pump power. The change in 
the slopes of the lines clearly indicates the threshold behavior for lasing. 

An additional marked difference between lasing in dots versus rods in shown in Figure 4 
presenting results of polarization measurements from the cylindrical microcavity loaded with a 
quantum dot solution (Figure 4a) versus a quantum rod solution (Figure 4b). Lasing from the 
quantum rod solution is linearly polarized (VV, denoted by vertical arrow) in parallel to the 
polarization of the excitation beam that was parallel to the capillary long axis. In contrast, the 
quantum dots solution did not show any preferable polarization. The polarization in rod lasing is 
assigned to preferable excitation of rods aligned parallel to the pump laser polarization. 

The WGM form of the observed lasing, in contrast to radial mode lasing, was verified by the 
spacing detected for the lasing modes. High resolufion spectra taken for the 200 micron capillary, 
for a 153 micron capillary and for a 125 micron fiber inserted within the 200 micron capillaries 
showed average mode spacing of 0.32nm, 0.5nm, and 0.62nm, respectively. All three spectra 
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show good agreement with the theoretical peak structure, corresponding to WGMs that are best 
resolved for the cavity with the smallest diameter and hence largest spacing. See equation 1. 

AX ~ :^„V (m227tr) (1) 
Where X„ the detected mode wavelength, r the cavity radius and mj the refractive index at the 
lasing interface. 
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Figure 4: Polarization measurement of lasing from quantum dots (a) and quantum rods (b). The 
excitation laser is polarized parallel to the capillary long axis. Detection polarization parallel to 
the pump laser is denoted VV (Vertical arrow) and detection polarization perpendicular to the 
pump laser is denoted VH (Horizontal arrow). Lasing from quantum dots show no polarization 
dependence while for quantum rods the lasing is cleariy lineariy polarized in parallel to the pump 
laser. 

CONCLUSIONS 

WGM Lasing was detected for CdSe/ZnS quantum rods and quantum dots, both in solution 
and in a film utilizing the high Q factor of the cylindrical microcavity. A reproducible method of 
preparation of films of quantum rods in a cyMndrical microcavity, that exhibit robust lasing is 
reported. Quantum rods show lasing thresholds that are significantly lower than thresholds 
detected for quantum dots. Furthermore, Polarization measurements show that lasing from 
quantum rods is lineariy polarized. These properties may prove advantageous for the utility of 
quantum rods as novel optical gain medium. 
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ABSTRACT 

We report on the photosensitizing properties of optically excited Silicon (Si) nanocrystal 
assemblies that are employed for an efficient generation of singlet oxygen. Spin triplet state 
excitons confined in Si nanocrystals transfer their energy to molecular oxygen (MO) adsorbed on 
the nanocrystal surface. This process results in a strong suppression of the photoluminescence 
(PL) from the Si nanocrystal assembly and in the excitation of MO from the triplet ground state 
to singlet excited states. The high efficiency of the energy transfer if favored by a broad energy 
spectrum of photoexcited excitons, a long triplet exciton lifetime and a highly developed surface 
area of the nanocrystal assembly. Due to the specifics of the coupled system Si nanocrystal - 
oxygen molecule all relevant physical parameters describing the photosensitization process are 
accessible experimentally. This includes the role of resonant and phonon-assisted energy 
transfer, the dynamics of energy transfer, and its mechanism. 

INTRODUCTION 

The transfer of electronic excitation energy between electronically coupled systems is one 
of the fundamental problems in modem physics of condensed matter [1,2]. It describes the 
intermediate sequences between the primary event of electronic excitation and the final processes 
that utilize the energy of electrons. Despite a general knowledge acquired in the field of 
excitation transfer processes, the high complexity of the systems considered inhibits a detailed 
understanding of the microscopic processes occurring during the transfer of energy. For this 
reason more simple configurations are demanded to uncover the mechanism of electronic 
excitation transfer. 

Semiconductor nanostructures represent a promising approach to overcome the 
difficulties in determining the basic parameters of electronic energy transfer processes. 
The main advantage of these systems is the huge flexibility and degree of freedom in their 
fabrication. The sizes, shapes and the geometrical arrangements of the nanostructures as well as 
their chemical composition and the quality of the interfaces are well controllable. These artificial 
structures combine molecular and solid state properties and allow one a description of the 



physical phenomena by taking advantage of separately developed concepts. To study energy 
transfer processes in detail, we used microporous silicon (PSi) as a semiconductor nanostructure. 
PSi consists of a Si nanocrystal skeleton and an interconnected pore network with an average 
structure size of 2-5 nm [3]. Due to quantum confinement effects the effective bandgap energies 
of the nanocrystal assembly range from 1.12 eV up to 2.5 eV [3]. The intrinsic electronic 
structure of photogenerated excitons confined in Si nanocrystals is characterized by two possible 
spin configurations: a spin singlet state and a spin triplet state, that is lowered in energy. At 
cryogenic temperatures only the triplet exciton state is occupied and a radiative exciton Ufetime 
in the millisecond range is observed [3]. 

The important role of MO in various scientific fields is directly related to its particular 
electronic structure (inset of figure 1). The 'Z ground state (superscript denotes the spin 
multiplicity) of MO has spin triplet multiplicity and is chemically inert [4]. The lowest excited 
states, 'A and % have spin singlet nature (singlet oxygen) and are chemically highly reactive [4]. 
Thus, singlet oxygen is successfully employed in technical and medical processes, such as water 
disinfection or photodynamic cancer therapy. However, the direct photoexcitation of singlet 
oxygen is forbidden by spin selection rules. The electronic excitation of MO requires 
photosensitizers as intermediate light-absorbing substances that subsequently transfer the energy 
to oxygen molecules. 

EXPERIMENTAL DETAILS 

PSi layers have been prepared by electrochemical etching of (ICW) oriented. Boron-doped 
bulk Si wafers with a resistivity of 10 ii3cm in a 1:1 by volume mixture of hydrofluoric acid (50 
wt% in water) and ethanol. The current density and etching time ranges from 25 mA/cm to 100 
mA/cm^ and from 1 to 10 minutes, respectively. The thickness of the porous layer varies from 6 
|jm to 30 |jm with a mean nanocrystal size of 2-10 nm. The experiments have been performed 
either in vacuum or with a well-defined amount of oxygen in the sample chamber. Optical 
excitation of the Si nanocrystals is performed using an Ar'^-laser (Eexc = 2.41 eV) operating in cw 
mode. The spectrally resolved intensity of the emitted hght is measured with a monochromator 
equipped with a charge-coupled device or a nitrogen-cooled Ge-detector. All spectra are 
corrected on the spectral sensitivity of the optical system. Magnetooptical experiments have been 
performed in a cryostat equipped with a superconducting solenoid that provides magnetic fields 
up to 11 T. For excitation of the sample and collection of the emitted light fiber optics has been 
used. 

RESULTS AND DISCUSSION 

The strong interaction of photoexcitcd Si nanocrystals with oxygen molecules is 
demonstrated by figure 1. The low temperature PL spectrum of PSi measured in vacuum (dashed 
lines) is characterized by a broad, featureless emission band located in the visible region. It 
reflects the wide band gap distribution of the Si nanocrystal assembly that can be controlled by 
varying the etching parameters during the anodization of bulk Si. A larger current density during 
electrochemical etching results in smaller average sizes of the nanocrystals. This causes a blue 
shift of the PL emission band due to stronger exciton confinement. The PL emission bands 
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Figure 1. Emission spectrum of PSi in vacuum (dashed line) and in the presence of adsorbed 
oxygen molecules (solid line). The two PL emission bands correspond to two different PSi 
samples. Inset: Electronic spin configurations and spectroscopic labeUing of molecular oxygen 
states. T = 5 K, Eexc = 2.41 eV. Partial pressure of oxygen at 293 K was 10"^ mbar. 

shown in figure 1 correspond to two distinct PSi layers that have been prepared using different 
etching current densities (left PL spectrum: 30 mA/cm^, right PL spectrum: 40 mA/cm^). The 
adsorption of oxygen molecules on the nanocrystal surface drastically modifies the PL emission 
properties of both samples (figure 1, solid lines). The PL intensity is strongly suppressed and a 
spectroscopic fine structure is resolved. Above the energy that coincides with the excitation 
energy of the S - '£ transition in MO complete PL quenching (at least four orders of 
magnitude) occurs. The modifications of the PL from PSi are accompanied by an infrared 
emission at 0.98 eV. It results from the radiative relaxation of the 'A state to the ^S ground state 
of oxygen molecules. These observations are clear evidence for the energy transfer from excitons 
confined in Si nanocrystals to oxygen molecules. Obviously, the structural properties of the Si 
nanocrystal assembly, i.e. the specific size distribution of the nanocrystals does not influence the 
energy transfer process. The exact shape of the quenched spectra is governed by the initial PL 
emission band of the nanocrystal assembly measured in vacuum. It turns out that the spectral 
positions of the signatures coincide for samples having different PL bands. The PL fine structure 
observed for the quenched spectra provides important information on the electronic energy 
transfer process. Quenching is strongest for nanocrystals having bandgap energies that coincide 
exactly with the ^S - 'E transition of MO. From figure 1 it is evident that nanocrystals whose 
band gaps do not match resonantly the excitation energies of the 'A and 'S excited states of MO 
participate in the energy transfer as well. The excess of the exciton energy with respect to the 
energies of the 'A and 'Z states is released via the emission of phonons. 

In figure 2 the mechanism proposed for the energy transfer from excitons to MO is 
sketched. Below the nanocrystal bandgap real electronic states are absent and energy dissipation 
should be governed by multiphonon emission rather than a phonon cascade [5]. This process is 
most probable for phonons having the highest density of states. In bulk Si these are transverse 
optical phonons near the center of the Brillouin zone with an energy of = 63 meV [6]. If the 
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Figure 2. Energy-level diagram of molecular oxygen and of the Si nanocrystal assembly. 
Principle steps of the energy transfer process are sketched. Direct electron exchange (dotted 
arrows) is accompanied by multiphonon emission (solid arrows). Electrons photoexcited in Si 
nanocrystals are exchanged with electrons belonging to MO. This process results in the 
formation of singlet MO states and compensation of the holes confined in Si nanocrystals. The 
measured time of energy transfer XET is indicated. 

bandgap energy of Si nanocrystals does not coincide with the excitation energy of a MO singlet 
state plus an integer number of the energy of those phonons, an additional emission of acoustic 
phonons is required to conserve the energy. This process has a smaller probability and the 
efficiency of energy exchange is reduced. Consequently, equidistant maxima and minima in the 
quenched spectrum appear and evidence the phonon-assisted energy transfer [7]. The coupling 
strength of excitons to the 'E state is much stronger than for the 'A state, since the 'Z -^ Z 
excitation of MO conserves the total orbital momentum. It results in an almost complete 
quenching of the PL emission above the 'S state energy and inhibits the observation of a phonon- 
related fine structure. 

The dynamics of the energy transfer is defined from the PL decay time of the Si 
nanocrystal assembly. Without oxygen molecules being present on the nanocrystal surface, the 
PL decay time from PSi is in the millisecond range [3]. If MO is adsorbed, energy transfer 
represent a nonradiative decay channel for excitons. This results in quenching of the PL emission 
and a significant shortening of the PL decay time occurs. By measuring the transients of the PL 
from PSi in vacuum and in oxygen ambient we determined the energy transfer time XET [8]. 
Depending on the level of PL suppression TET for the 'A state is in the range of 50-100 |is, while 
for the 'Z state TET is shorter than 3 ps. 

During energy transfer photoexcited electrons in Si nanocrystals are exchanged with 
electrons belonging to MO. This process results in the formation of singlet MO states and in the 
compensation of the holes confined in Si nanocrystals. To confirm the exchange mechanism of 
electrons the quenched PL spectrum has been monitored at different strength of magnetic field 
(figure 3). For energy transfer to occur the exchanged electrons must have the proper spin 
orientation [9] since the excitation of singlet oxygen states ('A, 'Z) from the triplet ground state 
('Z) requires "spin-up" states. A magnetic field introduces a common quantization axis for the 
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Figure 3. Quenched PL spectrum of PSi at various strength of magnetic field. The magnetic field 
increment is equal to 2 T. T = 5 K. Inset: Zeeman splitting of the triplet exciton state and the 'Z 
ground state of molecular oxygen. The spin orientations for electrons in the lowest lying levels 
are indicated by arrows. Energy transfer from exciton to ground state MO via electron exchange 
among these states is prohibited by conservation of the total magnetic quantum number. 

spins and the triplet exciton states and the ■'Z state of MO are Zeeman splitted (inset figure 3). At 
low temperatures "spin-down" states are preferentially occupied and the number of possible 
states participating in the electron exchange is reduced [10]. This results in a decreased energy 
transfer rate and weaker PL quenching is observed. 

CONCLUSIONS 

To conclude, we presented spectroscopic evidence of the efficient energy transfer from 
excitons confined in Si nanocrystals to MO. The experiments show that PSi layers have 
remarkable photosensitizing properties due to a broad energy spectrum of photoexcited excitons 
expanding over the entire visible spectral range, a long exciton lifetime and a large internal 
surface area. We believe that the result of this research offers a novel area of further application 
of the most commonly used semiconductor. 
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Abstract 

Two simple techniques to prepare tungsten bronze nanowires are reported in this paper. 
Tungsten bronze nanowires with a diameter of less than lOOnm and a length of more than 10 urn 
have been successfully prepared by employing these techniques. A Vapor-Liquid-Solid (VLS) 
mechanism has been proposed to explain the growth of these tungsten bronze nanowires. 

Introduction 

One-dimensional (ID) nanostructure materials, such as nanotubes and nanowires have 
attracted much attention due to their unique properties that originate from their high surface areas 
and low dimensionality '". Many efforts have been taken on the synthesis of various ID 
nanoscale materials, especially those of semiconductor materials for the potential applications as 
building blocks for nanoelectronic devices '^''l Homogenous semiconductor nanowires have 
already been used as devices such as field effect transistor (I'ET). For more sophisticated 
devices, heterogeneous semiconductor nanowires (or heterogeneous one-dimensional structures) 
are required . The key to prepare these sophisticated devices is the achievement of 
heterojunction, the junction of two kinds of materials '*' '. 

Heterojunction obtained by two crossed nanowires has been reported '''"' \ In these 
reports, crossed nanowire junctions were made by using a layer-by-layer fluidic alignment 
strategy. However, junctions obtained by this strategy were not very solid for the two nanowires 
were merely put together crosswise. The goal of our work is to prepare heterojunction in an 
individual nanowire, which consists of two different kinds of material. Our strategy is modifying 
the chemical composition of a section of a given nanowire. 

To change the chemical composition of a section of a given nanowire, chemical reaction 
must be localized in a nanometer-sized region. We achieve this by using Atomic Force 
Microscopy (AFM) Based Electrochemically "Dip-Pen" Nanolithography (E-DPN) technique, 
which is developed from "Dip-Pen" Nanolithography (DPN) technique ' '''^'. 

However, nanowires of some kinds of material may be broken into a series of 
nanoparticles after modification by E-DPN, for the crystal structure of these material changes a 
lot during the modification. Thus it is critical to choose a proper system. The system we have 
chosen for such a nanowire is tungsten oxide and tungsten bronze. 

Tungsten oxide and tungsten bronze have been studied intensively for more than one 
century for electrochromic and other interesting properties '"■''*'. The word "bronze" has been 
applied to nonstoichiometric crystalline of transitional metal oxide, especially those ternary 
systems. The crystalline structure of tungsten trioxide is based on comer-shared W — O 
octahedra "". Within the structure, the tunnels of various sizes and shapes are generated by 
different arrangements of the octahedra. Tungsten bronze can be achieved by partially reducing 
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W(VI) to W(V) in tungsten oxide crystalline; alkali metal, alkaline earth metal or other 
monovalent ions are inserted into the tunnels during such a reducing process " \ 

xM+ + xe- + WO3 = MxWO., (0 < X <1) 

Optical and electrical properties of tungsten bronze are different from those of tungsten 
oxide and vary with the concentration of inserted ion "^•'^'. Tungsten oxide is insulator while 
tungsten bronze is semiconductor. Thus a heterojunction can be achieved in a nanowire 
consisting of two sections made of tungsten bronze and tungsten oxide as well as two sections 
with different concentrations of inserted ion. 

Tungsten oxide and tungsten bronze system has an advantage over others for the AFM 
chemical modification by E-DPN technique of nanowires. The AFM tip modification only 
changes the concentration of inserted ion of this system, and does not change the tungsten oxide 
framework. Thus the wire-like shape will not be destroyed by AFM tip modification and the 
nanowire can still be employed as a device after modification. Moreover, AFM modification of 
tungsten oxide film has already been reported '' '   . 

However, most of the reports about this system are about the bulk material till now. No 
method has been reported about preparing tungsten bronze nanowires and only a few methods 
have been reported about tungsten oxide. Therefore, we report here the first step toward our goal: 
the preparation of tungsten bronze nanowires. We have chosen tungsten bronze nanowires 
instead of tung.sten oxide because it is difficult to prepare tungsten oxide nanowires long enough 
for AFM modification. Two techniques to prepare tungsten bronze nanowires will be discussed 
next. 

Experimental 

1. Tungsten plate as tungsten source 

The preparation was carried in a traditional furnace with a horizontal one-inch quartz 
tube. Tungsten plate used was bought from Aldrich (99.9+%). The preparation includes three 
heating stage. The first is at 700°C in 460sccm hydrogen 10 min; the second is at 700°C in 
330sccm argon for 2 hr, and the last is at 600°C under 330sccm argon flow for 3hr, in this stage 
the tungsten plate is covered by KI powder. 

2. Tungsten carbonyl as tungsten source 

Put 0.4 g tungsten carbonyl (Acros 99%) in a silicon-wafer-capped alumina crucible as 
tungsten source. The silicon wafer is coated with Si02 layer and serves as the substrates of 
nanowires growth. Prior to the preparation, put two drops of KI acetone solution on the silicon 
wafer and then heat the silicon wafers at 400°C immediately to evaporate the solvent. The 
preparation was carried at 625°C under 25sccm Ar flow for 3 hr. 

3. Characterization of the sample 

The as-grown product was analyzed by following instruments without removing 
nanowires from the tungsten (silicon) plate: Scanning Electron Microscopy (SEM, FEI Company 
XL-FEG/SFEG) at 30kV for images; X-ray Photoelectron Spectroscopy (XPS, Riber LAS-3000) 
and Energy Dispersive X-ray spectrometer (EDX) attached to an SEM (Hitachi S-3200N) for 
chemical composition analysis; Raman spectra is measured by Dilor Triple Spectrograph XY 
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Raman Spectrometer and the excitation wavelengtti is 514.5nm; I-V curve was measured by 
4145A Semiconductor Parameter Analyzer (Hewlett Packard). 

Results and Discussion 

1. Tungsten plate as the tungsten source 

After being heated with KI, the tungsten plates showed a blue color and tungsten plates 
heated without KI showed gold or black at same condition. The blue material can be removed by 
sonication for 2inin, while the gold or black material cannot be removed even after 2hr 
sonicating. Fig. 1 is the SEM images of them. The blue material is nanowires with diameters of 
less than 100 nanometers and lengths of several micrometers (Fig. 1) while the gold (black) one 
is very short nanowires or nanorods (Fig. 1 insertion) made of tungsten oxide as reported by Gu 
etal'^". 

The EDX result showed that 
the blue material consisted of K, O 
and W. The absence of iodine in the 
sample suggests that the potassium 
cannot come from KI residue. 
Quantitative analysis showed the 
ratio of these elements was K : W : 
O = 0.1 : 1 : 1.5. The original XPS 
spectrum showed two peaks that 
were not well separated and with a 
shoulder at the low bonding energy 
side of the larger peak (Fig.2). This 
XPS spectrum can be deconvoluted 
into two groups with two peaks each. The shaded group of peaks at 34.2eV and 36.6eV in Fig.2 
suggest that there is W(V) in the sample and the sample is tungsten bronze ["•'*'^^l. Raman 
spectrum confirms this suggestion (Fig. 3). The spectrum of the blue sample shows a peak 
around 960 cm"', while the spectrum of tungsten oxide shows nothing in the same region. 960 

r' 

B. 
Fig. 1 SEM image of the "blue material", the insertion is 
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cm"' peak is due to W(VI)=0 bonds which are absent in crystal tungsten oxide. After some 
W(VI) was reduced to W(V), the tungsten oxide lattice was distorted and W(VI)=0 bonds 
formed '"■"•^"1. However, ratio between tungsten and oxygen is 1/3 and the quantitative analysis 
suggests excessive tungsten. The excess of tungsten is due to that the detection depth of EDX is 
several micrometers and is larger than that of our tungsten bronze sample. So the EDX result 
includes the signals from both tungsten bronze nanowires and tungsten metal substrate. Thus the 
excessive amount of tungsten was shown in the result. 

Tungsten bronze is semiconductive or metallic because of the potassium ion insertion 
while tungsten oxide is nonconductive. The conductivity measurement shows that the resistance 
of a piece of tungsten bronze nanowire with a diameter of lOOnm and length of 13.6|xm is 926Q. 
This result indicates that tungsten bronze nanowire gotten by our method is metallic, for the 
conductivity of this piece of tungsten bronze nanowire is 6.81xlO"'D-m and conductivities of 
metals are in the range of 10"~10"*i2 • m. 

However, the nanowires prepared by this method cannot meet the requirement for 
nanodevice fabrication. Because nanowires grow on conductive tungsten plate in this method, we 
must remove the nanowires from the wafer before the tungsten bronze nanowire can be 
employed as part of a circuit. Moreover, tungsten bronze nanowire prepared from this method is 
not pure long thin wire. There is always some short thick one, which makes it difficult to purify 
the nanowires. 

2. Growth mechanism of nanowires 

The VLS crystal growth mechanism was first proposed by Wagner and Ellis in 1964 for 
silicon whisker grovrth and has been widely used to guide the preparation of various kinds of 
one-dimensional nanostructures '"•^'*'. We use this mechanism to explain the growth tungsten 
bronze nanowires, which is important to improve our method. 

At a growth temperature of 625°C, tiny KI particles melt and form droplets, although its 
melting point is higher than this (68 TC). These tiny droplets dissolve tungsten oxide and 
tungsten, as well as absorb oxygen from the atmosphere. Follow reactions occur within these 
droplets: 

2W + 3O2 = 2WO3 

WO3 + X KI = KxWO, + x/212 '"'^'^ 

When tungsten bronze reaches saturation in this system, it will participate from the 
droplet in the form of nanowires. Continuous feeding of tungsten and oxygen elements into the 
liquid droplet can sustain the growth of the nanowire. In this proposed mechanism, the size of the 
nanowires is directly related to the size of the initial droplet of liquid. Therefore, the 
experimental conditions must be carefully controlled to avoid the formation of large liquid 
droplets. 

Several experiments provide support for this proposed mechanism. First, the influence of 
the temperature on the formation of nanowires was studied. It was noticed that no nanowires 
were formed when the reaction temperature was higher than the melting point of the potassium 
salts (melting point of KI is 68 rC). Under such conditions, the KI on the mngsten surface was 
completely melted into liquid, and no small droplets were available to act as the template for the 
formation of nanowires. Second, nanowires obtained by this method can be removed easily by 
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sonicating the sample for two minutes. Nanowires were attached to the wafer by KI catalyst 
particles, which dissolve in water. So tungsten bronze nanowires can be removed from the wafer 
by dissolving those KI particles. 

3. Tungsten carbonyl as the tungsten source 

KI plays a very important role in the preparation of tungsten bronze nanowires based on 
the discussion of mechanism, and must be taken into account when we improve the method. In 
our improved method, KI particles were obtained by heating KI solution at a high temperature. 
Because the boiling point of solvent used is low, solvent can be removed at a high temperature as 
soon as possible and KI particles can be obtained as small as possible. Tungsten carbonyl was 
employed as the tungsten source instead of the 
tungsten plate. Si wafer coated Si02, which was a 
insulating substrate was employed for nanowires 
growth. 

The sample of this method shows some 
small islands at the positions of the KI particles 
among a fine yellow particle sea. The fine yellow 
particles are made of tungsten metal or tungsten 
oxide. Tungsten bronze nanowires with a diameter 
of about 70nm and a length of 15 nm can be 
found around these islands (Fig 4). These 
nanowires grew from a pack of particles and 
sometimes connected two packs of particles like 
bridges. They are isolated from each other. It is 
not difficult to find a single piece of "clean" nanowire with more than 10 nm long, and there is 
no other material around it. All these features make tungsten bronze nanowires obtained by the 
improved method more suitable for AFM modification than ever. 

Fig.4 SEM image of the tungsten carbonyl 
soured method oroduct 

Conclusion 

In conclusion, we reported two techniques to prepare metallic tungsten bronze nanowires 
in this paper, and a VLS mechanism was proposed to explain the growth of these nanowires. KI 
had an important role in these methods. KI particles served as a catalyst, reductant and source of 
potassium, and their size controlled the diameter of the nanowires. Preparing KI particles with a 
very small diameter and deposidng them in a controlled fashion is the key to prepare 
nanodevice-usable tungsten bronze nanowires. 
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Abstract 

The growth of 2D quantum dot quantum well (QDQW) nanocrystals in which a shell of CdSe 
is grown onto cores of ZnS and capped with a further shell of ZnS is reported. The red shift in the 
interband absorption and photoluminescence spectrum of the quantum dots (QDs) indicates 
relocalization of carriers from confinement in the ZnS core to the CdSe shell. The change in 
interband absorption energy utilizing the effective mass approximation with spherical symmetry 
was modeled, enabling an estimate of the CdSe thicknesses grown. 1.8nm and 2.5nm ZnS cores 
were selected as the base on which to grow the CdSe shells. Despite the 12% lattice mismatch 
between ZnS and CdSe, our results indicate that we have successfully grown CdSe shells 
approximately three monolayers thick onto 2.5nm ZnS core. Anything beyond a single monolayer 
of CdSe could not be grown onto the 1.8nm core, although some success was observed by 
incorporating a CdS graded layer in-between the ZnS core and CdSe shell. The effect of ZnS shell 
thickness on photoluminescence efficiency has also been studied with optimum shell thicknesses 
showing quantum yields as high as 52%. Growth of these nanocrystals represents a significant step 
in the development of strained nanocrystalline heterostructures. 

Introduction 

Compound semiconductor nanoparticles have been the subject of intense research over the last 
ten years, generated by their novel optical and electronic properties. The trend in nanomaterial 
synthesis, amongst others, has mainly been confined to II-VI semiconductor materials known as 
quantum dots where quantum-confinement effects are large and in the visible part of the spectrum. 
They are fundamentally important because they possess properties found in-between that of 
molecular and bulk states of matter. Greater understanding of the physical properties of these 
materials can be linked to developments in solvothermal preparative routes that allow 
monodisperse quantum dots to be easily prepared with high optical quahty and a high degree of 
crystaUinity.' 

Zero-dimensional (OD) and one-dimensional (ID) structures have been grovm and studied 
extensively. Colloidal 2D systems, however, are rare (thin films on the other hand have been 
relatively well studied). Most of the properties of 2D semiconductors have yet to be studied. The 
first and hence most studied system were of CdS/HgS/CdS by Eychmuller et al,^'* grown by the 
substitution of Cd for Hg on the core surface to deposit one monolayer of HgS. The 
CdS/HgS/CdS emitted a red band-edge emission originating from the HgS layer. The poor 
particle quality prevented detailed study of the expected 2D semiconductor properties, such as 
thickness dependent absorption and emission, from being studied. More recently. Little et al have 
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grown ZnS/CdS/ZnS QDQW's using a similar growth technique to that of Eychmiiller. The 
electronic structure of this system has been investigated in much more detail.^' The large lattice 
mismatch between ZnS and CdSe is large enough that in CdSe/ZnS systems, only a few 
monolayers of ZnS can be grown before a reduction in quantum yield (QY) is observed, indicative 
of a breakdown in the ZnS lattice structure. * The synthetic methodology for growth of CdSe/ZnS 
is such that very high quantum yield of 20-50% are routine,' with recent reports of 85% quantum 
yield indicate nearly a complete absence of nonradiative decay mechanisms.'"  While CdSe/ZnS 
core-shells have some of the highest quantum yields, the effects of carrier escape onto surface 
states is still apparent from the spectral drift and intermittency effects present in 
photoluminescence studies on single nanocrystals.""''' Such random phenomena represents a 
severe hindrance to the development of application based on single nanocrystal emitters. 

Here we report the growth of QDQWs with ZnS as the core material of two different sizes, 
1.8nm and 2.5nm, CdSe as the well material, and ZnS as the capping material. We model the 
ground state luminescence and the electron/hole wavefunctions using a simple effective mass 
model. Layer thicknesses are estimated by comparison of the peak absorption wavelengths with 
the ground state exciton energy. 

Experimental details 

QDQW's are synthesized by the thermolysis of precursors of the type Li4[MioE4(SPh)i6]," 
where M=Cd/Zn and E=Se/S, in the coordinating solvent oleic acid. The precursors were added at 
temperatures ranging from 180°C to 200 °C. The dots were isolated at each individual step with a 
chloroform/methanol mix (ratio 1:5) and collected as dry powders. 

Synthesis of ZnS cores 

Two sizes of ZnS cores were grown, 1.8nm and 2.5nm. To grow 1.8mn cores, 75ml oleic acid 
was degassed at 100°C for 30mins before being put under nitrogen and then heating to 200°C. 
0.3175g (0.124mmol) Li4[ZnioS4(SPh)r6] was added and the solution heated to 250°C for 
approximately 30mins. The UV-Vis spectrum was monitored constantly and the reaction stopped 
by cooling down when the desired core size was reached. 2.5nm ZnS cores were grown in a 
similar way except the temperature was raised to 300 °C to grow the particles. 

Synthesis of ZnS/CdSe composite quantum dots 

The required size of ZnS cores made as detailed above was redispersed in 3-4ml chloroform. 
75ml oleic acid was degassed at 100°C for 30mins before cooling to 30''C and injecting the ZnS 
cores. The solution was then put under vacuum to remove the chloroform and once complete was 
put under a nitrogen atmosphere. The solution was heated to 180°C and 0.08g (0.0249mmol) 
Li4[CdioSe4(SPh)i6] was added slowly before slowly injecting 0.5ml TOPSe (0.5M soln). The 
solution was then heated to 270°C and monitored until the emission wavelength reached between 
560-580nm. The solution was then cooled to room temperature and isolated using a mixture of 
chloroform and methanol. The precipitate was centrifuged, redispersed in chloroform and isolated 
once again with methanol. The dry powder was kept under nitrogen. 
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Synthesis of ZnS/CdSe/ZnS 

The ZnS/CdSe made above was redispersed in 3-4ml chloroform. 75ml oleic acid containing 
0.5g (2.7mmol) zinc acetate was degassed at 100°C for 30mins before cooling to 30°C and 
injecting the ZnS/CdSe composite dots. The solution was then put under vacuum to remove the 
chloroform and once complete was put under nitrogen then the solution was heated to 200''C. ZnS 
cladding layers of various thicknesses were grown by adding subsequent injections of a dilute 
solution of elemental sulfur (0.087g, 2.7mmol) dissolved in 10ml octadecene. 

Growth of ZnS:CdS/CdSe/ZnS, ZnS/CdSe:CdS/ZnS, ZnS:CdS/CdSe:CdS/ZnS 

Modifications of the above ZnS/CdSe/ZnS QDQW can be done by incorporating a CdS graded 
layer either between the ZnS core and CdSe shell, between the CdSe shell and ZnS cladding or 
both. Generally this is done by adding Li4[CdioS4(SPh)i6] along with the precursor needed to grow 
the next layer in the ratio 1:8. For example, to grow ZnS:CdS/CdSe/ZnS the above experimental 
detail would be followed except 0.0095g Li4[CdioS4(SPh)i6] would be added at the same time as 
Li4[CdioSe4(SPh)i6]. 

Results and Discussion 

Synthesis of ZnS Core 

Two sizes of ZnS cores were grown. Both sizes were characterized by TEM and UV-Vis to 
grow the required size. Figure 1 shows the PL and UV-Vis spectrum of 2.5nm ZnS cores. The 
large peak in the photoluminescence spectrum at 385nm and tailing into the visible region comes 
from surface state traps. This gives a blue appearance and is quite common in ZnS nanocrystals. 

Phololumiiicscencc spectrum ofLSiim ZnS Core UVA'is spectrum of 2.5nm ZnS Core 

Oleic acid 
absorblion 

\ 

400 
Wavelength (nm) 

260 280 
Wavelenglh (nm) 

Figure 1 PL (left) and UV-Vis spectra (right) of 2.5nm ZnS core 

Synthesis of ZnS/CdSe composite quantum dots. 

Initially the particles were characterized by photoluminescence studies. If separate CdSe 
particles are formed as well as the desired ZnS/CdSe dots then at least two peaks would be seem in 
the PL. One arising from CdSe and the other from ZnS/CdSe. If the two emitting species happen 
to be close in wavelength, this could be mistaken as one peak but this is somewhat unUkely. Close 
wavelengths usually appear as broad odd shape PL spectra as seen in Figure 2 and can be resolved 
into two different peaks by exciting at different wavelengths. The large lattice mismatch between 
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ZnS and CdSe of 12% prevents anything beyond a monolayer of CdSe being grown onto the ZnS 
core. Attempts to increase the CdSe shell thickness by modifying the reaction conditions (growth 
temperature, injection temperature, heating rate, addition rate, addition amount etc) all proved 

unsuccessful. Photoluminescence spectrum of a 1.8nm ZnS core 
with increasing amounts of CdSe precursor 
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Figure 2 PL of ZnS/CdSe with increasing CdSe precursor concentration 

Some success was observed by trying to 'bridge' the lattice mismatch between ZnS and CdSe 
by incorporating a graded layer of CdS. Figure 3 shows the luminescence intensities of ZnS/CdSe 
and ZnS:CdS/CdSe, an improvement in excess of 15% was seen in the quantum yield when a 
graded CdS layer is used. This improvement in the quantum yield was only observed for a single 
monolayer of CdSe. Thicker CdSe layers, even when incorporating CdS couldn't be grown. 

Pliotoliiniincsccnce spectrum of a 1.8nm ZnS core 
with a graded CdS layer and increasing amounts of CdSe precursor 
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Figure 3 PL of ZnS:CdS/CdSe with increasing CdSe concentration 

In an attempt to lower the lattice strain at the interface between ZnS and CdSe, a 2.5nm ZnS 
core was grown. The larger core has a lower surface curvature and therefore will possess lower 
surface energy compared to the smaller core. For these reasons a thicker CdSe shell was stable 
enough to be grown as can be seen in Figure 4. There is some evidence however of separately 
nucleated CdSe particles indicated by an 'edge' on the left hand side of the PL peak. TEM studies 
agreed with this observation showing the presence of two clearly different sized nanoparticles. 
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Photoluminescence spectrum of ZnS/CdSe with 
increasing CdSe shell thickness 
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UV/Vis spectrum of ZnS/CdSe with 
increasing CdSe shell thickness 
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Figure 4 PL of ZnS/CdSe and right UV-Vis of ZnS/CdSe 

Synthesis of ZnS/CdSe/ZnS QDQW's 

The outer ZnS cladding shell was grown by adding elemental sulfur dissolved in octadecene. 
Figure 5 shows the trend in quantum yield as more sulfur is injected. The initial ZnS/CdSe 
quantum yield before any added sulfur is 20%. Upon addition of a small quantity of sulfur the 
quantum yield increases to 24% before appearing to decrease to the original value of 20%. 
Further addition of sulfur causes the quantum yield to increase to a maximum of 34% before 
steadily declining to a near constant 3%. 

Quantum Yield v.v. sulfur content 
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Figure 5 QY vs. sulfur added of ZnS/CdSe/ZnS 

Very recently it has been found that by the slow initial addition of the CdSe cluster precursor, 
followed by rapid heating, ZnS/CdSe particles free from separately nucleated CdSe particles can 
be formed. The PL UV-Vis spectrum and TEM of the resulting nanocrystals are shown in Figure 
6. 
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Figure 6 PL and UV-Vis (left) of CdSe free ZnS/CdSe/ZnS and the corresponding TEM (right) 

Conclusion 

In conclusion it has been shown that the thermolysis of precursors of the type 
Li4[MioE4(SPh)i6] have been used to grow ZnS/CdSe/ZnS QDQW's. Although the large lattice 
mismatch between ZnS and CdSe make the synthesis of ZnS/CdSe/ZnS QDQW's very difficult, 
we report the first growth of such a system. The size of the ZnS core seems to be an important 
factor in getting several monolayers of a stable CdSe layer to grow epitaxially. Another problem 
often encountered was the separate nucleation and subsequent growth of CdSe nanoparticles that 
required carefully controlled conditions to prevent, this has only recently been solved. The 
resulting nanocrystals have yet to be fully characterized. 
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ABSTRACT 

Although it has long been known that the classical notions of capacitance are altered at 
the nanoscale, few first principles calculations of these properties exist for real material 
systems. With a recently developed ah initio formaUsm, which combines nonequilibrium 
Greens function techniques with real-space density functional calculations, we have 
investigated charging effects for carbon nanotube systems, which are described by the 
capacitance coefficients. Specifically, the capacitance matrix of two nested nanotube 
armchair nanotubes, the insertion of one nanotube into another, and the properties of a 
nanotube acting as a probe over a flat aluminum surface were considered. 

INTRODUCTION 

Within classical electrostatics, the ability of a conductor to store charge is quantified by 
its capacitance. Essentially, the classical capacitance coefficients Cap for a set of 
conductors gives us the charge accumulation Qa on conductor a in response to a change 
in the electrostatic potential Vp on conductor (3 via Qa=£|3CapVp. Critical to the the notion 
of capacitance is that of a set of well-defined, equipotential conductors, with zero electric 
field in their bulk. This assumption typically breaks down at the nanoscale, where the 
screening length of the material becomes comparable to the dimensions of the systems 
[1]. In this case, there is only a finite density of states available to the system and 
conductors may no longer be equipotential surfaces. Hence, the classical notion of 
capacitance must be generalized to that of the electrochemical capacitance, where each 
conductor is connected to an electron reservoir with electrochemical potential |X [2]. The 
self-consistent charge variation dQa on conductor a in response to a variation in the 
electrochemical potential djtp in reservoir P is then given by: 

These capacitance coefficients now take quantum effects into account, and may differ 
considerably from their classical counterparts. Note that the self-consistent induced 
rearrangement of charge in response to a potential change is the key quantity that needs 
to be measured. 

Although the theory of quantum capacitance is almost a decade old [2], there have been 
few first principles calculation of these properties for real material systems. However, the 
recent advent of molecular electronic systems has given new urgency towards 
understanding these kinds of problems. As a example, we therefore have calculated the 
quantum capacitance of prototypical carbon nanotube systems [3]. We have focused on 
carbon nanotube systems because of the very prominant role that this material plays in 
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field of nanotechnology [4]. Depending on their helicity, carbon nanotubes are either one- 
dimensional metals or semiconductors, which makes them an ideal system for exploring 
quantum transport at the nanometer length scale. Indeed, a number of prototypical 
nanotube-based devices have already been produced in the laboratory and their properties 
explored both theoretically and experimentally. To date, most of the theoretical 
investigations of these systems have focused on the conductance and their current-voltage 
characteristics. Here, we investigate the induced rearrangement of charge and the 
capacitance coefficients. A good understanding of these properties is of course important 
both from a fundamental and technological viewpoint. Capacitance properties are central 
to the workings of nanotubes as scanning probes, memory devices, the dynamic response 
of nanotubes, and their ability to store and retain charges. 

METHODOLOGY 

The numerical calculations are based on a recently developed ah initio formalism [5], 
which combines the Keldysh nonequilibrium Greens function theory with the power of 
real-space density functional simulations. As the details of this method are somewhat 
technical, and have already been outlined extensively elsewhere, we restrict ourselves 
here a short discussion of the most pertinent details only. Roughly speaking, the main 
advantages of this approach include: (i) the proper treatment of the open-boundary 
conditions for a quantum mechanical system under a finite bias voltage; (ii) a fully 
atomistic treatment of the electrodes; (iii) a self-consistent calculation of the charge 
density via the nonequilibrium Greens functions that includes both the effects of the 
scattering and bound states of the system; and (iv) the extensive use of real-space grids 
which enables parallelization and the treatment of large systems. 

Although the code has generally been used to calculate the I-V characteristics of two- 
probe devicesn [5], it is the self-consistent charge density that is the most important 
quantity here. Essentially, the electronic states are modeled using a linear combination of 
atomic orbitals (LCAO) method with s,p, and d orbitals [5]. With nonequilibrium Greens 
function methods, one is then able to calculate the change in the charge AQ = Q(V-I-AV)- 
Q(V), as a finite bias AV=edn is applied to the reservoirs. Another feature is that we have 
used Dirichlet boundary conditions for the electrostatic potential at the walls of our finite- 
sized computational box [6]. This corresponds to the situation of surrounding the system 
with a metal container. This serves to terminate any field-lines that otherwise may escape 
from the nanotubes. When the box becomes infinitely large, the results reduce to that of a 
system in free space. A further advantage of this approach is that it allows for the 
treatment of charged nanotube systems. Since we will be dealing primarily with two- 
probe systems, the main quantities to be calculated are: 

Ag, =C„AV,-HC,2AV, 

AG,=C2,AV;-hC,2AV,' 

with coefficients Caa representing the "self-charging" and Cap the mutual-charging terms 
between the conductors, respectively. 
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Figure 1: Capacitance versus tube radius for a (5,5) shell inside (m,m) tubes. The left 
(right) panel shows data for 40x40 A (80x80 A) metal container enclosing the respective 
system. The analytical result obtained is marked by a solid line. 

RESULTS AND DISCUSSIONS 

As a first example, we calculated the capacitance per unit length of two nested, armchair 
nanotubes, which corresponds to the classical case of a concentric, cylindrical 
capacitator. Such a system is reminiscent of multiwalled nanotubes, and has been reaUzed 
experimentally [7], or alternatively may be constructed by attaching metal leads to two 
nanotubes [8]. Specifically, we focused on the case of (5,5) nanotube (conductor 1) inside 
larger (m,m) nanotubes (conductor 2), with m ranging from 12-22. Note that for the 
smallest (12,12) tabe, the closest distance between atom in the inner and outer tubes is 
9.1 A, so that there is negligible overlap between the atomic orbitals on the different 
nanotubes. Hence, there is no current flow between the tubes. The tubes are, however, 
coupled by means of the electrostatic potential. The simulations were carried out in a 
periodic configuration, with one unit cell of the (5,5) tube with 40 atoms and 216 atoms 
for the largest (22,22) nanotube. Box sizes of (40x40x4.8) A and (80x80x4.8) A were 
considered. Each calculation used 200 k-points in the sampling. These systems are 
relatively large, and hence the simulations were carried out on 8 processors of a small 
Linux Beowulf cluster. The calculated capacitance response for this system - when they 
coupled to separate reservoirs, is linear to better than 1 % up to about 5 V, so that a well- 
defined voltage-independent capacitance is obtained. This reflects the large energy 
window of a constant density of states around the Fermi level characteristic of armchair 
nanotubes. 

For the (5,5)/(12,12) system, the calculated capacitance matrix coefficients are: Cn = 
C(5,5)(5,5) = 0.0150 aF; C21 = C(,2,i2)(5,5)= -0.0135 aF; Cn = C^s.5)^l2.n) = -0.0134 aF; and 
C22 = C(i2,i2)a2,i2) = 0.0243 aF. If the metal box surrounding the system were to be 
infinitely large, all four capacitance coefficients would have equal magnitude,. The value 
of C(i2,i2)(i2,i2) is expected to be larger because of the increased interaction of the outside 
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Figure 2: Tube charging of the (12,12)/(5,5) biased junction. Here, a +0.27V bias is 
applied to the right (5,5) tube in (a,c), and to the left (12,12) in (b,d). Note that large 
accumulation of charge on the outer ring of the (12,12) tubes, which is characterized by 
dangling bonds, and that the tube to which the bias voltage is applied acquires charge all 
along its length. 

tube with the metal box. Thus, when the bias voltage is applied to the outside nanotube, 
the inner (5,5) tube holds only about 55% of the induced charge; the rest is on the metal 
box surrounding the system. By contrast, when the charge is applied to the inner tube, the 
outside (5,5) tube holds up to 89% of the induced charge, showing that the tubes act as 
efficient screens. Note also that the mutual charging coefficients agree with each other to 
within 1 %, which is an important check of the goodness of the calculation. The 
capacitance coefficients for the different box sizes are shown in Figure 1. As the metal 
container gets larger, the outer tube screens more of the charge on the inner tube, so that 
the numerical value of the two becomes closer. As expected, the numerical values of the 
C(5,5)(5,.5) coefficient changes only slightly, giving us an estimated asymptotic value of 
0.015 aF per unit length. 

It is interesting to probe for the classical limit for this nanotube system. Following the 
Buttiker formalism [2,3], we have modeled the capacitance of the system in terms of two 
concentric cylindrical tubes of length / carrying uniform sheets of two-dimensional 
charge. Within this model, all capacitance coefficients C are equal and are given by: 

2/ml 
= log 

v'?. 

+ JL + J2- 
R,     /?, 

where R|,2 are the radii of the inner and outer tubes and X,i,2=47K^(do/dE) is the screening 
length, and do/dE the density of states per unit area of the cylindrical tubes. These 
parameters may all be estimated from our ab initio calculations. As shown in Figure 1, 
the agreement between our ab initio data and this simple model is quite good. Note also 
that the quantum correction terms - the X/R terms - are comparable in magnitude to the 
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Figure 3: Accumulated charge on a (9x9) Al electrode and the capped (5,5) nanotube 
when a positive bias is applied to the nanotube. Note that the charge on the electrode in 
response to the positive charging of the nanotube is concentrated in the middle of the top 
electrode layer. 

classical logarithmic term. Classical behavior is expected for Ri» 1.35R2, i.e., when the 
first term of the above equation dominates. Such values are never reached for our largest 
(22,22)/(5,5) system, and serves to emphasize the importance of keeping the quantum 

corrections when considering nanoscale capacitance. 

As a second example, we briefly consider the insertion of a (5,5) capped nanotube into an 
open (12,12) tube with the center axis of the two tubes coinciding. Figure 2 shows plots 
of charging of the tubes, along with a histogram of the charge accumulated on each ring. 
In particular, note that the (12,12) tube acquires a very large amount of charge on its 
terminal ring, which is due to the presence of the dangling bonds on the open tube. Figure 
2 also shows that the tube to which the bias voltage is applied acquires charge along its 
entire length. This "self-charging" is due to the capacitive coupling between the nanotube 
and the surrounding metal container. Again, if one could consider an infinite-sized box, 
this feature would disappear, and all capacitance coefficients would acquire an equal 
value. We have also measured the capacitance per unit length as more and more of the 
(5,5) nanotube is inserted into the (12,12) tube. Here, we calculate a capacitance of 0.012 
aF, which is in good agreement with the previous resuhs. 

As a final example, we consider the efficacy of nanotubes as future capacitance probes 
for which first experiments are starting to emerge [9]. As a prototypical example, we 
have therefore looked at the capacitance properties of a capped (5,5) nanotube over a flat 
(100) Al surface, as shown in Figure 3. To this end, we calculated the charging 
coefficients of the nanodjbe as a function of the distance between the nanotube tip and 
the Al surface. As a function of this distance (d), all of our data is well-described by the 
fitted formula: 

0 197 
C,.,„„5,5,(^) = (^-0.0069)aF. 

This formula is only valid for d greater than about SA, so that no current flows between 
the nanotube and the infinitely-large Al surface. Inserting typical distances into the above 
formula, one can readily see that these capacitance coefficients are actually quite low. 
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This reflects the fact that most of the accumulated charge is locahzed near the nanotube 
tips, as is evident from Figure 3. Hence, we have explored ways of increasing the 
capacitive response of the tubes. One obvious way is to actually functionalize the 
nanotube tip with metallic or organic species. Placing a single Al atom outside the cluster 
was found to increase the capacitance by about 14%, indicating that when small metal 
clusters are placed outside the tubes, the capacitance is likely to increase substantially. By 
constrast, placing atoms inside the capped nanotubes did not lead to any significant 
changes in the capacitance, reflecting the screening of these species by the nanotube 
walls. 

SUMMARY 

In summary, we have computed the finite-bias capacitance coefficients of prototypical 
carbon nanotube systems with a recently developed transport formalism that combines 
the power of the nonequilibrium Greens function approach with the utility of density 
functional simulations. Here, we considered the capacitance of two-shelled nanotube 
systems, the insertion of a capped nanotube into an open nanotube, and the use of the a 
nanotube as a capacitance probe. While the capacitance for these systems is generally 
quite low (aF range), its value may be boosted by ne.sting and/or inserting a nanotubes 
into each other, or by means of functionalizing the ends of nanotubes with small metal 
clusters. 
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ABSTRACT 

The non-uniform size-dependent contrast of AgBro.95Io.05 nanocrystals (NCs) ranging from 22 
to 80 nm in equivalent diameter (dc) observed by cryo-energy-filtering TEM is referred to 
predominant excitations at the surfaces and near the edges. When the fields due to surface losses 
reach throughout the structure, they couple and the probability for their generation becomes 
periodic in the NC size. Since electronic sum rules must be satisfied, the surface excitations 
reduce the strength of the bulk excitations. Coupling of surface and volume losses may cause 
oscillations of the image intensities with the NC size. The appearance of such oscillations 
demonstrates a size confinement of excitations of valence electrons due to contributions to the 
energy-level structure from carrier confinement and surface states. The imaginary part of relative 
dielectric permittivity derived from electron energy-loss spectra shows an enhanced intensity of 
the band at 4 eV for NCs with dc = 50+4 nm as compared to those of 109±7 nm in size, while the 
bands at 7 eV and at 10 eV appear to be suppressed. An increase of the intensity of exciton- 
assisted direct interband transition at 4 eV (Fg-, T^- -> T^) correlates with the size-dependent 
enhancement of free exciton luminescence from AgBrNCs, when their size is less than 100 nm. 

INTRODUCTION 

Considerable complexity in the valence-band structure caused by hybridization of halogen p- 
states and Ag 4d-states and occurrence of a low energy indirect gap between the valence and 
conduction bands in AgX (X = Cl, Br, I) lead to unique size restriction effects on the electronic 
properties of nanocrystalline silver halides, when the particle size decreases below 100 nm [1-4]. 
The confinement occurs when the spatial extent of a material (boundary conditions) begins to 
affect the eigenenergies of the electron wave function, causing the electronic properties to differ 
from those of bulk material. Considering the relaxation properties of excitons in AgBr, size 
effects may be expected for crystals much larger than the Bohr radius of the indirect exciton ~3 
nm. This is because the restricted geometry leads to the occurrence of surface recombination that 
becomes a dominant relaxation channel in crystals with sizes less than 500 nm [5]. Quantum size 
effects of excitons in AgX nanocrystals (NCs) have been demonstrated by the appearance of the 
indirect exciton luminescence forbidden by selection rules in large crystals and by an increase of 
the quantum yield by several orders of magnitude likely affected by surface states when the 
particle size is decreased from 80 nm to 7.9 nm [6,7]. A high energy shift of luminescence band 
maxima of free excitons in the case of Ag(Br,I) NCs with sizes of 40 nm and less was also 
observed [7,8]. In order to determine the critical size for the onset of free exciton emission in 
luminescence spectra, a series of NCs with sizes from 50 nm to 120 nm was examined. The 
indirect excitonic luminescence was observed starting with crystals of 80 nm in cubic edge length 
and below and its intensity increased as size decreased [7,9]. The enhancement of the free exciton 
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emission is thought to be due to the quantum size effect in conjunction with contribution of the 
spatial electron and hole confinement and diminishing iodide bound exciton (IBE) emission [5,9]. 
In the 40 nm average edge size AgBr NCs (ranging from 20 nm to 58 nm) the position of the 
phonon-assisted emission lines was shifted by 1.8 meV to high energies and the zero-phonon 
emission was increased in intensity due to band restructuring induced by the size effect [7]. In 
this range of sizes deviations away from the cubic shape are beginning to occur, with the smaller 
NCs in the population converging on a spherical shape [5,7,9,10]. 

For a better understanding of unusual photophysical properties of AgX NCs, it is necessary to 
evaluate their electronic structure in the size range where deviations from the bulk crystal 
selection rules occur. Due to an opportunity to probe electron excitations caused by inelastic 
scattering with high spatial (0.1-1.0 nm) and spectral (0.1-1.5 eV) resolution, energy-filtering 
transmission electron microscopy and electron energy-loss spectroscopy (EFTEM/EELS) may 
give new insights into the AgX nanocrystalline matter and provide information on the band 
structure, bonding, electron densities and dielectric response. Tuning energy loss has been 
employed to observe exciton states in Ag(Br,l) NCs [10-12]. The low-loss fine structure in EEL 
spectra of a tabular Ag(Br,I) microcrystal (a AgBr core) was found to be in fair agreement with 
first principles quantum mechanical calculations by the linear muffin-tin orbital method in its 
atom sphere approximation (LMTO-ASA) [4] that is capable of describing the exciton interband 
transitions. This paper reports size confinement effects on excitations of valence 4d (Ag ) and 4p 
(Br") electrons in small (3-5 particles) arrays and in individual Ag(Br,l) NCs investigated by 
cryo-EFTEM/EELS. 

EXPERIMENTAL PROCEDURES 

Ag(Br,l) NCs containing ~5 mol.% of Agl have been synthesized by a double jet method at pBr= 
=3.5 and T=+35''C, as described elsewhere [10,11]. Two populations of NCs with dc = 50±4 nm 
(I) and dc = 109±7 nm (II) had sizes varying from 22 nm to 87 nm and from 34 nm to 185 nm, 
respectively. For the population I, the shape transformed fi-om cubic (0.8%) to preferentially 
spherical (99.2%), as more stable at the given precipitation conditions. Larger NCs II (with a 
mean edge length of 54±4 nm) exhibited less shape uniformity (truncated cubes, 67.9%, sphere- 
like particles, 30.8% and a minor fraction of twins, 1.3%). The measured edge lengths were less 
than estimated on perimeters because cubes were usually truncated. For the population I, an 
effective mean "edge length" estimated from the mean perimeter was 39.5 nm and varied from 
18.7 nm to 70.3 nm. All preparations and handling were done under non-actinic light to avoid the 
formation of printout silver. EFTEM/EELS were performed on a ZEISS CEM902 computerized 
electron microscope operating at accelerating voltage 80 kV and equipped with an integrated 
energy filter. The KRAKRO program [13] has been used to calculate the energy-loss function 
and the relative dielectric permittivity. Radiation damage of the NCs was reduced using a top- 
entry cryo-stage at T=-193°C supplied with a modified evacuated cooling trap. 

RESULTS AND DISCUSSIONS 

Cryo-EFTEM/EELS of NCs reveal variations of the electron intensity in the 0-100 eV range 
of energy losses due to an intersection with a low-loss fine structure (4-18 eV), a bulk plasmon 
(22-23 eV) and a background decrease and intersection with inner-shell excitations (56-70 eV) 
[10-12]. The intensity changes lead to contrast reversal when the energy is tuned over the range 
(Fig. 1), although the Bragg contrast of the NCs is preserved in inelastic scattering processes 
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[10,11]. Tuning the energy loss allows visualizing local excitations concerned with certain energy 
losses. At first, electrons hit the crystal directly causing internal ionization with the generation of 
electron-hole pairs. Swift electrons may also not strike the NC directly, but cause polarization 
inside it by their Coulomb field. Polarization waves formed by Mott-Wannier excitons (weakly 
bound electron-hole pairs with a radius exceeding several lattice parameters) are a prominent type 
of excitation for AgBr [10]. Iodine in AgBr acts as an isoelectronic trap for holes, producing a 
positively charged center. The latter can be neutralized by binding an electron, thus forming 
IBEs. Selection of proposed exciton losses at E=16±5 eV (Fig. 1) resulted in a weak rim around 
the NCs, because such losses can even extend at distances of a few nanometer away from the 
particle, which correspond satisfactorily to the expected exciton size [1]. No rims were observed 
in the zero-loss mode. Positioning the energy window at E=25±5 eV enables to visualize volume 
plasmons created inside the NC [11]. The image at E=50±5 eV demonstrates a size-dependent 
contrast reversal. Because of background decay, both surface and volume excitations are visible. 
The excitation probability decreases exponentially with distance from the surface. Fringes around 
NCs caused by surface excitations can be distinguished at distances of 10-20 nm. The non- 
uniform contrast and dark areas inside the NCs are referred to predominant excitations at the 
surfaces and near the edges; this can decrease the probability of volume losses because of the 
sum rule [14]. When the fields due to surface losses reach throughout the structure, they couple 
and the probability for their generation becomes periodic in the size of the system [14,15]. 
Numerical calculations of the bulk loss probability reveal its damped oscillations as a function of 
the nanoparticle radius [16]. Both plasmons and excitons are considered to be coherent 
superposition of electron-hole excitations corresponding to transitions from occupied to 
unoccupied states. Since electronic sum rules must be satisfied [14,15], the surface excitations 
necessarily reduce the strength of the bulk excitations. Consequently, the volume losses should 
exhibit similar periodic behavior. Coupling of surface and volume losses can then cause periodic 
oscillations of their intensities with the NC size and induced charge (Fig. 1, the profile across the 
NC at 25±5 eV). The lower intensity volume losses are localized within a 5 nm-thick surface 
layer and inside the NC in two regions (5 nm x 10 nm) surrounded by areas of the enhanced 
volume losses. The appearance of such oscillations obviously demonstrates a size confinement of 

Figure 1. Cryo-EFTEM of Ag(Br,I) NCs with a 10 eV window at 0,16, 25 and 50 eV, respectively, 
and intensity profiles across the right upper NC as marked by rectangular boxes, a 30 pixel 
integration width. Up arrows point to exciton states observed at 16+5 eV, down arrows indicate 
periodical intensity oscillafions due to size confinement observed at the volume plasmon loss. 
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beam-induced excitations of valence 4d (Ag^) and 4p (Br') electrons due to contributions to the 
energy-level structure from carrier confinement and surface states. 

The single scattering EEL intensity (SSI) for low energy losses expressed as the differential 
cross-section d^o/dfidE is related to the imaginary part of the reciprocal of the complex relative 
permittivity e(q,E)=E,(q,E)-l-iE2(q,E) as a function of wave vector q and energy E, thus reflecting 
the local dielectric response of the media to a longitudinal field [13]: 

dndE 
oc Im 

e(q,E), 
lnf„i 

where p is the collecting semiangle (a<p<(E/Eo)   ) and 6E= 

(1) 

-■lL(\-v^/c^f-^ is the characteristic 
2T 

^E„(i + E„/2m„c ). j^^ jg jj^g £j.gg giectron mass; v is the velocity of scattering angle; T=-m()V^= — 
2 (\ + Ef,/2myy 

incident electrons; c is the light velocity and Eo is the initial energy of electrons. Starting from the 
SSI, Kramers-Kronig analysis (KKA) enables the energy dependence of e(q,E) to be calculated. 
In principle, it should be carried out for known momentum transfer between initial and final 
states. However, it is possible to obtain ei and sj for transitions confined to small momentum 
transfers only through the KKA [13]. For each EEL spectrum, contributions from the zero-loss 
peak and due to multiple losses have been subtracted and corrections for the angular weighting 
were made. Ideally, thin uniform specimens arc required that are inaccessible in particular case. 
Therefore EEL spectra were acquired on closely packed arrays of uniform cubic or sphere-like 
NCs [10]. The KKA is sensitive to the intensity inputs, because Im (-1/e) is overwhelmed by the 
zero-loss peak, which should be subtracted. This may introduce uncertainties at energies <3-4 eV. 
To overcome the problem, a smooth extrapolation of the intensities to zero energy was applied. 
Curves in Figs. 2a and 2c fall to 0 at E<3 eV taking into account the indirect exciton band gap. 
E'g, at 2.68 eV [4]. ei describes the polarizability of the specimen (local minima at 5, 8, 12-14 eV 
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Figure 2. Real and imaginary part of 
relative dielectric permittivity and energy- 
loss function: (a) composite core (AgBr) - 
shell [Ag(Br,I)] tabular microcrystal [4,12]; 
(b) LMTO-ASA calculations for AgBr [4]; 
(c) Ag(Br,I) NCs I (dc= 50 ± 4 nm) and 11 
(dc = 109 ± 7 nm), respectively. 
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and 22 eV), while S2 is related to absorption in the specimen (local maxima at 4, 7-8, 10, 15-17 
eV). The energy-loss function is expressed as [13]: 

Im »ro3„ ^2) 

(c^^-(ol)U(o>rf e(q,E)J 

where F is the damping constant, Wp is the plasma resonance frequency. The energy of the 
volume plasma resonance, fia,^=litia)lf+E\^]"^, where 0'=[ne^/(8om)] "^ is the free electron 

plasma frequency, n is the electron density, e is the electron charge, 80 is the permittivity of 
vacuum, and m is the electron mass. For E<ficop=2I.6 eV, Im (-I/e) describes collective 

excitations against the ionic background caused by oscillations of bound electrons (interband 
transitions). When si has a local minimum (this points to the instability of the system against 
external perturbations leading to excitations) and S2 is small (this indicates small damping of 
oscillations due to absorption), Im (-1/s) exhibits maxima corresponding to interband transitions 
at 4-5, 7, 15-17 eV and volume plasmon at 22-23 eV. ei and 62 are connected by integral Kramers 
-Kronig relationships because of causality being involved in dielectric response. The peak at 4 eV 
in S2 was attributed to unresolved direct exciton transitions involving the spin-orbit split valence 
and conduction band states at F point, i.e., (Fj'.Fj" -^ T*). The bands at 7 eV and 10 eV were 

assigned to exciton fransitions at X point (unresolved (X^ ,X^, X,) -> XJ) [4,10,12]. The band 

at 15-17 eV may be referred to excitonic transitions with L^ j and T^ symmetries or to higher 

excited states at points different from F and L in the Brillouin zone. 
Self-consistent ah initio LMTO-ASA calculations of dielectric parameters for AgBr (Fig. 2b) 

have been performed taking into account only direct transitions. Assuming that all the transition 
matrix (\M\) elements are equal and independent of the k-point and the band number of the initial 
and final electron states, the following expressions for 81 and 82 were derived [4]: 

8, = i + ^yp f—. _-U—.—d'k      (3) 
^ Bi,[E,(k)-[E^(k)]'[E^,(k)-E^(k)-M 

82 = ^£ j6(Ej,(k)-Ej(k)-Md'k (4) 
•^      jj'  BZ 

Here fitting parameters V, = ^-^ \ M |' =0.04 and V^ = ^'^/, | M f =0.01, respectively. The 
Km Ttm 03 

needed energies have been taken from the LMTO-ASA energy band calculations [4]. Although E2 
and Im (-1/e) fall to zero at 4.3 eV (the direct band gap of AgBr) due to limitations of the model, 
the maxima of 82 at 8 eV, 10 eV and 12 eV fit to the composite band at 7-14 eV (with maxima at 
8 eV and 10 eV) assigned to the exciton fransitions at X point. The minimum of computed 8| at 
13 eV fits to the minimum of experimental 81 curve, similarly to the minimum of Re (l/e) at 13 
eV. The crossings of Re (l/e) and Im (-l/e) at 8 eV coincide as well as of Re (l/e) and 82 at 22 
eV, where Im (-l/e) has its maximum and 81 has a minimum. Furthermore, there is the shoulder 
of 82 at 15-16 eV superimposed with the previous band and the maximum of Im (-l/e). For E>25 
eV, both computed and experimental curves are close. Although Re (l/e) and Im (-l/e) reveal 
general resemblance, Si and e2 exhibit differences. An increase in the intensities of 62 bands at 8 
eV and 10 eV for the Ag(Br,I) shell as compared to the AgBr core (Fig. 2a) could be assigned to 
the IBE. For NCs I (Fig. 2c), e2 shows reverse-order changes in relative intensities of the bands, 
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i.e., the increased intensity of the band at 4 eV, while ones at 7 eV and at 10 eV are suppressed 
with no evidence of the IBEs possibly due to impurity exclusion [1,6]. This correlates with a size- 
confined enhancement of exciton luminescence from AgBr NCs in this size range [1,2,7,9]. 

CONCLUSIONS 

The non-uniform size-dependent contrast of individual AgBro.95Io.05 NCs observed by cryo- 
EFTEM is refen-ed to predominant excitations at the surfaces and near the edges. When the fields 
due to surface losses reach throughout the structure, they couple and the probability for their 
generation becomes periodic in the NC size. Since electronic sum rules must be satisfied, the 
surface excitations reduce the strength of the bulk excitations. So, coupling of surface and 
volume losses may cause oscillations of the image intensities with the NC size. The appearance 
of such oscillations demonstrates a beam-induced size confinement effect on valence electron 
excitations due to the contributions to the energy-level structure from carrier confinement and 
surface states. For NCs I (dc = 50±4 nm), 82 shows an enhanced intensity of the band at 4 eV as 
compared to NCs II (dc = 109±7 nm), while the bands at 7 eV and at 10 eV are suppressed 
possibly due to impurity exclusion. An enhancement of exciton-assisted direct interband 
transition at 4 eV (Fg-, F^--^ F^) correlates with the size-dependent enhancement of free exciton 
luminescence, when the NC sizes are less than 100 nm. This effect does not appear in tabular 
Ag(Br,I) microcrystals of about the same thickness, where the intensity of the band at 4 eV is less 
than of the composite band at 7-14 eV satisfactorily described by LMTO-ASA calculations for 
bulk AgBr taking into account only direct transitions above 4.3 eV. 
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ABSTRACT 

A fundamental quantum theory of conductivity of spatially inhomogeneous systems in weak 
electro-magnetic fields has been derived using a two-time Green function (TTGF)-based 
technique that generalizes the original method due to Zubarev and Tserkovnikov (ZT). Quantum 
current and charge density evolution equations are derived in a linear approximation with regard 
to the field potentials.-Explicit expressions for the longimdinal and transverse conductivity, and 
dielectric and magnetic susceptibilities have been derived in terms of charge density - charge 
density and microcurrent - microcurrent TTGFs. The obtained theoretical description and 
formulae are appUcable to any inhomogeneous system, such as artificial molecules, atomic and 
molecular clusters, thin films, interfacial systems, etc. In particular, the theory is designed to 
predict charge transport properties of small semiconductor quantum dots (QDs) and wells 
(QWs), and is a significant step toward reaUzation of a concept of virtual (i.e., theory-based, 
computational) synthesis of electronic nanomaterials of prescribed electronic properties. 

INTRODUCTION 

Recent progress in synthesis and characterization of electronic material components from 
tens to hundreds of nanometers in linear dimensions facilitated fabrication of integrated circuits, 
electronic devices and components built of sub-micron size units. Further advances in bringing 
the scale down to tens of Angstroms to realize integrated nanoprocessor systems capable of 
manipulating massive amounts of data, while minimizing size, weight and power consumption 
encounter fundamental challenges that have to be overcome. This includes development of 
theoretical and computational means to predict charge transport properties of nanoclusters, 
nanostructares, thin films, artificial atoms, etc. that perform as QDs and QWs in microelectronic 
devices. Such methods comprise a foundation of a qualitatively new approach to synthesis of 
such nanomaterials and devices, called virtual (or fundamental theory-based, computational) 
synthesis. The major advantage of this approach is its ability to "fabricate" numerically entirely 
new systems and manipulate their structure, composition and processing technology to achieve 
desirable electronic properties of these materials/systems. In particular, such virtual synthesis is 
necessary to rationahze and use rich, quantum-effect driven opportunities provided by the natural 
inhomogeneity of structure and composition in small atomic clusters and interfacial systems. 

Existing theoretical approaches to description of charge transport in electronic materials rely 
primarily on fundamental theoretical and computational methods developed for bulk systems, or 
their half-heuristic modifications designed to describe available and emerging experimental data 
[1]. As a result, obtained theoretical results do not allow reliable evaluation and prediction of the 
charge transport properties of electronic sub-nanoscale materials, such as small semiconductor 
QDs composed of a few tenths of atoms. Novel theoretical techniques that originate in quantum 
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statistical mechanics and quantum field theory of finite systems (and specifically designed to 
treat quantum spatially inhomogeneous systems) are emerging, and have to be developed further 
and linked to the correspondingly quantum computation methods to provide reliable description 
of charge transport in realistic electronic sub-nanomaterials. In this paper one of such 
fundamental theoretical methods is discussed. 

Among existing fundamental quantum field theoretical and quantum statistical approaches 
(such as Green function method, random-matrix theory, supersymmetry, quantum kinetic 
approach, etc.) a projection operator methods originated by Zwanzig and Mori and developed 
further by other researchers have been brilliantly generalized by Zubarev and Tserkovnikov [2] 
to establish a powerful and at the same time, tractable technique capable of handling realistic 
problems. It allows for formulation of the quantum transport problem in terms of a system of 
coupled evolution equations for TTGFs of microscopic operators specific to observables, and 
further reduction of this system (the simplest of such equations is the Dyson equation). A 
generalization of this approach specific to inhomogeneous systems has also been developed [3] 
and successfully used to predict transport properties of nanosystems. A similar TTGF-based 
method described below is used to derive a fundamental quantum theoretical description of 
electronic transport in sub-nanosystems in weak electro-magnetic fields. In particular, evolution 
equations for the charge and quantum current densities (linear in the applied fields), and explicit 
expressions for the conductivity and dielectric susceptibility tensors applicable to semiconductor 
QDs, artificial molecules, etc. have been obtained in terms of the equilibrium TTGFs of the 
charge density and microscopic cun-ent. These Green functions are related to the electronic 
energy spectrum, and can be calculated theoretically or computationally using quantum 
chemistry software, such as GAMESS, GAUSSIAN-98 or NWCHEM. Such computations can 
be realized at present for small clusters of several to few hundreds of atoms, such as small 
semiconductor QDs. 

QUANTUM STATISTICAL FUNDAMENTALS 

In a weak electro-magnetic field when interaction between particle spins and the field can be 
neglected, and the Hamiltonian of a system of N particles of mass m and charge e occupying a 
volume V of space can be written in the form 

H=   —f^rv^"(r)f-V,--A(r,ol y/ir) + H^(r„...,r^) +e\dTii/' {T)y/(T)(p{r,t),    (1) 
2in' \i c ) 

where (/ and (^are the quantum field operators at a position r, defined in terms of the charged 
particle creation and annihilation operators,   ^o-and   ka, respectively, 

W k.a VV k,<7 

and where ti is the reduced Planck's constant; Vr is the momentum operator; A and q) are the 
vector and scalar potentials of the electromagnetic field, respectively; HM consists of operators 
specific to inteiparticle interactions and interactions with the environment; c is the speed of light, 
/ is time, k denotes the wave vector, S; is the value of the z-component of the charged particle 
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spin, and Sos-, is the Kronecker delta. A sum of the term proportional to the squared gradient 
operator and Him in the right hand side of equation 1 represents the Hamiltonian //o of 
unperturbed system (further assumed to be in its equilibrium state). Linearization of the 
Hamiltonian H with regard to the vector-potential A produces the expression 

H=H,+H„ (3) 

//,(0 = --|^rj(r)-A(r,0 + jdr p{r)(p(rj), (4) 

where Hi(t) is the perturbation Hamiltonian (the dot "-"denotes the inner product), 

JCr) = T^ V' ('•)^r ¥(r) -[V,w" (r)Mr)] (5) 
2mi 

denotes the microscopic current density operators in the absence of the field, 

p(r) = e I//* (r)y/iT) = en(r) (6) 

is the charge density operator, and n(r) denotes the operator of the number of particles at a 
position r. The total microscopic current density operatorjtoiCr.O 'n the system in an external 

electromagnetic field is defined as j„„(r,0 = -e— , where 5/5A(r,0 denotes the Frefihet 

derivative. Thus, from equations (3) and (4) one derives: 

j,„,(r,0 = j(r)+ —A(r,Oi/"(r)V,^(r), (7) 
mc 

This operator satisfies the microscopic charge conservation (or continuity) equation, 

^"''"'  :-^(vj„„(r,0,     where     /7(r,0 = e'"°"V(r)e""'°"*. (8) 
dt 

Further considerations evolve according to the theory of linear reaction of a system to a 
small perturbation (that is the most general physics theory applicable to systems of any nature 
and is an example of the simplest projection operator-type method). According to this theory, 
the average value <B> of an observable B specific to a non-equilibrium state of the system 
described by the Hamiltonian of equation 3 can be expressed in terms of the equihbrium average 
value of S, <S(r)>o [with the Hamiltonian Ho of equation 7], and the equilibrium retarded TTGF 
(or ERTTGF) «BHi»o of the observable B and the perturbation Hamiltonian (such as Hi of 
equation 4). This theorem can be rigorously extended to include inhomogeneous systems: 

< B{T,t) >=< B(r) >„ + Jdr'« B(r,t)H,{t') »„. (9) 



where < B(r,f) >= Tr{pB) is the non-equilibrium average of B. Here the statistical operator p 
is the solution of the quantum Liouville equation with the Hamiltonian of equation 3 and the 
equilibrium initial condition p{t = -~) =Po= e'""" ITre'^"", with y^l/ksT being the 

reciprocal equilibrium temperature. The equilibrium average value < B(T) >„= Trip^B) is 

defined with respect to the equilibrium statistical operator po, and the Bogoliubov-Tyablikov's 
ERTTGF of two operators B and C is defined by the expression 

« B(r,OC(r,,?,) »o= ??(r -/,)^ < [i?(r,4C(r,,?,)] >„ (10) 
m 

where t?0 -/,) is the step function and [...,...] denotes the commutator of these operators. 

EVOLUTION OF SPACE-TIME FOURIER TRANSFORMS OF THE CHARGE AND 
TOTAL CURRENT DENSITIES 

Using equation (10) for the operators p(s,t) andy,o((r,f) and noticing that in equilibrium the 
current density is zero, < j{r) >„= 0, one can derive the evolution equations for the charge and 
current density operators that correspond to a generalization of the Kubo-type description of 
system evolution to spatially inhomogeneous systems. Expending all of the averages in these 
equations over plane waves and then using the time-Fourier transformation, 

< B(r,r) >= —y   f J(uB(k,(a)e*'""" (^ symbolizes any operator and ft)is the frequency), one can 

derive the following equations for the space-time Fourier transforms of the charge and current 
densities p(k,ffl) and j„„(k,ft;), respectively: 

/9(k,(y) = ey »o(k)^(k-l)<y(ft;)--X  «pJ(l-J-,)»o,»74->-A(I,6;) 
T c \ |li c (11) 

I 

mc, '^ I   I rll I (12) 

In these equations poir) is the equilibrium charge density, </j(r)>o=e«o(r), with no(r) being the 
particle number density; S((o) denote Dirac's delta function, the double bracket symbol 
«... I...»o,o) denotes the space-fime Fourier transforms of the corresponding ERTTGFs, the 
symbol I... I denotes the absolute value of a vector, I is the unit matrix, and the summation runs 
over all of the wave vectors (denoted by I). Quantities pk and jk are momentum representations 

of the charge and total cuiTcnt density operators, p^ = -^2^fl*-k.„0q.„ ^""^ 
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•Ik ~     r^ 2-1^^   2 -^^1'■""f'''   respectively, where the summations run over all the wave 

vectors q and the z-components of the spins a. The generalized longitudinal and transverse 
susceptibilities, ;)^°" and y^', respectively, are: 

/°"(k,l,d;) = -l-«(k-jJI(l-j_,)»o,., (13) 
I k II11 

r(k-l«) = :^;^«[kxjj-l[lxj_,]»„,„, (14) 
2(K ■ 1) 

where the symbol [.. .x...] denotes the vector cross-product. 
Equations 12 and 13 are generalizations of their counterparts for the homogeneous system 

case, and reduce to the latter with the only term in die sums corresponding to l=-k and the 
number density becoming constant, no(k)=no8(k), «o(l)= no5(l). 

Taking into account that the electromagnetic field potentials define only the longitudinal 
component of the electric field intensity and the transversal component of the magnetic field 
intensity inside the system, one can write the field equations for the Fourier-components of the 
electric and magnetic fields intensities in the matter, D(l,<w) and B(l,ft)), respectively. This, 
together with the Lorentz condition (that ensures that the field equations are gauge-invariant), 
permits re-writing of equations 12 and 13 in terms of the fields D and B in the matter. 

ELECTRONIC PROPERTIES 

Following Nozieres and Pines, one can introduce the scalar dielectric susceptibility [it's 
space-time Fourier transform is denoted by £(k, ft)) ], and using the standard definition of the 
polarization vector and its relation to the induced charge density of equation 12, to express this 
susceptibility in terms of the charge density-charge density ERTTGFs, 

e-\Ka) = \ + AKY, 7r«Pkl/'~i»o,^- (15) 
I    ' 

Similar considerations permit to introduce the magnetic susceptibility //(k,ftj), to relate it to 
the magnetic momentum vector and to derive an approximation for this quantity: 

//-■(k,«) = l + 4^l{;r"(k,l«)^+-«o(k-l) }• (16) 
ck    X I kill I    m 

Using these expressions in equation 12 one can finally re-arrange this equation and identify the 
longitudinal and transverse components of the conductivity tensor, respectively: 

cr'""(;t,ft;)^ = i^{l-£(k,0)}^, (17) 
k      AK k 
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(7"ik,0}) = —{ 1-A^'(k,«) } (18) 

Note, that the diagonal fonn of the longitudinal conductivity and a possibility to obtained an 
explicit expression for the magnetic susceptibility (and the transverse conductivity in the 
diagonal form) is a consequence of weakness of the electromagnetic field, hi particular, the 
dielectric susceptibility, and therefore, the "linear" longitudinal conductivity are defined 
completely by the charge density - charge density ERTTGFs. 

SUMMARY 

The above consideration confirms that in the case of weak electromagnetic fields the 
dielectric and magnetic susceptibilities and the conductivity tensors of inhomogeneous systems 
(such as artificial atoms, atomic/molecular clusters, QDs, interfacial systems, etc.) in the linear 
approximation with regard to the field intensities are entirely defined by the equilibrium retarded 
two-time Green functions (ERTTGFs) of microscopic operators corresponding to charge and 
total current densities. These functions can be related [2] to the energy spectrum of the charge 
carriers specific to the equilibrium state of the inhomogeneous system. This energy spectrum can 
be derived theoretically, but more accurate data in practical cases can be obtained numerically. In 
particular, in the case of atomic clusters of semiconductor atoms (such as artificial molecules, 
quantum wells or QDs) such calculations can be routinely performed using GAMESS, 
GAUSSIAN-98 or NWCHEM quantum chemistry software packages. The results discussed in 
this study can be used together with such computations to predict charge tran.sport properties of 
such nanosystems and therefore, to provide a fundamental tool for virtual development of 
electronic nanomaterials of pre-designed charge transport properties. Several small 
semiconductor cluster QDs have already been designed virtually by the author and her 
colleagues. 
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ABSTRACT 

CuInS2 nanowires synthesized by a chemical treatment method were examined using X-ray 

diffraction and field emission-scanning electron microscopy (FE-SEM). The nanowires, which 

were identified to have a chalcopyrite structure of CuInS2, were 30 - 100 nm in diameter and 

several micrometers in length. A remarkable correlation between the color of a sample with 

nanowires and their FE-SEM image was disclosed. Photoluminescence spectra of the obtained 

nanowires were also studied. At low temperatures (~ lOK) a broad peak centered at photon 

energy of 2.05 eV was observed. This energy is by 0.5 eV larger than the energy gap of the 

well-studied crystalline bulk samples of CuInS2. The observed rise in energy can be ascribed to 

quantum size effects expectedly developing in CuInS2 samples with nanosize dimensions. 

INTRODUCTION 

Nanotubes and nanowires have attracted much interest for their applications in various fields 

such as nanotechnology, biotechnology, electronics, and energy industry. Although studies on 

carbon nanotubes outnumber investigations of other materials with nanosize dimensions, the 

latter may also end up with the results important for devise appUcation. 

CuInS2 is one of the most promising candidates for appUcation in photovoltaic devises. So far, 

we have examined bulk crystals of this material to study photoluminescence, Raman scattering 

and other optical properties [1-4]. On the other hand, the CuInS2 nanorods and nanotubes 

synthesized by a chemical treatment method were reported and comprehensively examined by 

x-ray diffraction (XRD), transmission electron microscopy (TEM), and other structural 

techniques [5]. In this work we make a report regarding relation between the conditions of 

syntheses and resultant nanowire structures, as well give and discuss a photoluminescence (PL) 

spectrum of the obtained products. 

EXPERIMENTAL DETAILS 

CuInS2 nanowire samples were synthesized using a chemical treatment process similar to the 

one reported previously [5]. Pure copper, indium, and sulfur powders were placed in a stainless 
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steer reactor together with ethylendiamine (80 % of the reactor volume) as solvent. The sealed 

reactor was kept in the electric furnace at the temperature between 280 and 300 °C for 24 h. 

After washing in water and alcohol, the product was keep at 60 °C for 6 h in vacuum. The 

structure of the nanowires was examined by XRD and field emission-scanning electron 

microscopy (FE-SEM). PL measurements at 10 K were carried out using a He-Cd laser 

(wavelength: 441.6 nm). 

RESULTS AND DISCUSSION 

The product obtained at 300 °C (sample A) was chocolate brown, while the powder obtained 

at 280 °C (sample B) was black. FE-SEM images of both are shown in figure 1, (a) sample A and 

(b) sample B. Most nanowires from sample A [Fig. 1 (a)] are 30 - 100 nm in diameter and 

several micrometers in length. On the other hand, sample B displays long (at a micrometer scale) 

belt structures with thickness at 30-50nm, and width at 200 nm - 500 nm. Other samples (not 

shown here) synthesized at 280 °C have di.splyed similar belt-like wires with thickness of 30 - 50 

nm and width from several hundred nm to few nm. There is a strong correlation between the 

color and lateral dimensions of resultant structure. The smaller dimensions the brighter is the 

color of the powder. This relationship reflects absorption properties of the products. 

Figure 2 shows a XRD pattern of sample A. Sharp diffraction peaks in the pattern can be 

indexed to almost chalcopyrite structure, in agreement with the reported data on bulk CuInS2 

(JCPDS Card No. 27-0159; a = b = 5.523 A, c = 11.141 A). The broadened diffraction peaks we 

attribute to the nanostructure of the obtained products with small diameters of the nanowires. 

(a) (b) 

Fig. 1 FE-SEM image of the products: (a) sample A and (b) sample B. 
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Fig. 2 XRD patterns with CuKa radiation for sample A. 

Vertical arrows indicate unknown peaks apparently belonging to by-products. 

Figure 3 shows PL spectrum of sample A at 10 K under excitation energy of 2.81 eV. We have 

observed a broad PL peak centered around 2.05 eV, with full width at half-maximum (FWHM) at 

0.24 eV. Measurements of PL spectra of sample B with belt structures are not completed and 

comparisons with PL spectrum of sample A, which are important for tracing through the 

relationship between the structure of CuInS2 nanowires and their PL spectra are not possible at 

this time. Here we discuss only PL spectrum of sample A. 

The origin of the observed emission from sample A can be ascribed to the CuInS2 nanowires 

or/and the by-products formed during the synthesis, or/and an oxide formed on the surface of the 

nanowires exposed to air ambience after synthesis. Among the just-hsted possibilities, CuInS2 

nanowires look like the most plausible source of the observed emission for the following reasons. 

If we consider that at low temperatures the reported bandgap of bulky CuInS2 with chalcopyrite 

structure is 1.555 eV [6], and that the photon energy corresponding to the observed PL peak of 

sample A is by 0.5 eV larger we can assume that the difference is due to quantum effects, which 

usually develop in nanostructures, with a result of elevation of the optical bandgap. Such 

assumption is consistent with the fact that only sample A with clear nanowires displayed 

chocolate brown color and an optical band increase that was disclosed by our preliminary 

ellipsometric measurements [7]. Indexed, for the most part, to CuInS2 with chalcopyrite structure, 

the XRD pattern of sample A (Fig.2) is also in favour of correctness of the above assumption. 

CONCLUSIONS 

CuInS2 nanowires synthesized from Cu, In, and S powders added to ethylendiamine solvent 

at 280 - 300 °C for 24 h have been examined using XRD and FE-SEM. As turned out,examined 
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Fig. 3 PL spectrum at 10 K for sample A 

nanowires are displayed through a remarkable broadened diffraction peaks in almost chalcopyrite 

XRD pattern of the obtained product. They are 30-100 nm in diameter and their lengths are 

about several [ira. It is found that fine nanowires result in brighter color of the powder. A broad 

PL band at 2.05 eV, which is 0.5 eV larger than band gap of bulk samples, has been observed. We 

think that increased bandgap is a result of the quantum effects in the nanowires. 

ACKNOWLEDGMENTS 

This work was supported by a Grant-in-Aid for Scientific Re.search (C), No. 15510106, from 

the Ministry of Education, Culture, Sports, Science and Technology of Japan. 

REFERENCES 

1. K. Wakita, H. Hirooka, S. Yasuda, and N. Yamamoto, / Appl. Phys. 83, 443 (1998). 

2. K. Wakita, F. Fujita, and N. Yamamoto, J. Appl Phys. 90, 1292 (2001). 

3. K. Wakita, K. Nishi, Y Ohta, and N. Nakayama, Appl. Phys. Lett. 80, 3316 (2002). 

4. K. Wakita, G Hu, N. Nakayama, and D. Shoji, Jpn. J. Appl. Phys. 41, 3356 (2002). 

5. Y Jiang, Y Wu, S. Yuan, B. Xie, S. Zhang, and Y Qian, / Mater. Res. 16, 2805 (2001). 

6. J. J. M. Binsma, L. J. Giling, and J. Bloem, / Lumin. 27, 55 (1982). 

7. K. Wakita et al., will be published elsewhere. 

58 



Mat. Res. Soc. Symp. Proc. Vol. 789 © 2004 Materials Research Society N3.20 

Si-N nanowire formation from Silicon nano and microparticles. 

Chandana Rath', A. Pinyol^ J. Farjas', P. Roura' and E. Bertran^ 

'GRM, Department de Fisica,  Universitat de Girona,  Campus Montilivi, E17071 Girona, 
Catalonia, Spain 
^FEMAN, Department de Fisica Aplicada i dptica, Universitat de Barcelona, Av. Diagonal 647, 
E08028 Barcelona, Catalonia, Spain 
Corresponding author: E-mail: jordi.farjas@udg.es 

ABSTRACT 
We report silicon nitride whisker formation from hydrogenated amorphous silicon (a-Si:H) 
nanoparticles grown by PECVD for the first time. We compared the results with the kinetics of 
whisker formation from ball milled crystalline silicon (c-Si) microparticles. Whisker formation is 
analyzed at different temperatures (900-1440 °C) and oxygen partial pressures. At temperatures 
equal or above 1350 C and at low oxygen partial pressure we observe monocrystalline a-Si3N4 
whiskers having 30-100 nm diameter and several microns length. By increasing the oxygen 
partial pressure, the structure of whiskers is completely changed, as shown by electron 
microscopy. In this case we observe a-Si3N4 whiskers covered by an amorphous silica layer at 
1350 C. Finally, when the precursor material is silicon microparticles, thicker (170-330 nm) and 
longer whiskers are formed. 

INTRODUCTION 
Silicon nitride is an advanced ceramic and has the potential to be used in various applications 
thanks to its enhanced mechanical, chemical, electronic and thermal properties. They include, 
high mechanical strength with good flexibility, light weight, high fi-acture toughness, enhanced 
resistance to thermal shock and to oxidation [1-3]. These properties are related to the highly 
covalent chemical bonding between silicon and nitrogen atoms [4]. Therefore, studies of the 
synthesis of sihcon nitride whiskers have received extensive attention and various synthesis 
methods have been developed to improve their properties. Among them we can find 
carbothermal reduction of silica-containing compound [2,5-7], chemical vapor deposition 
process [8-11], nitridation of silicon compacts (RBSN) [12-13] and combustion synthesis [14- 
16]. Some of these processes are very slow and energy consuming [12], and in some cases a very 
high temperature (IPOOT) is required [16]. Besides, Si3N4 can not be formed from silicon 
suboxide prepared by carbothermal reduction [6]. 

In the present paper we report the formation of silicon nitride from a-Si:H nanoparticles 
and c-Si microparticles. As far as we know, there is not any pubhcation related to whisker 
formation from amorphous silicon nanoparticles. We distinguish two competing processes such 
as oxidation and nitridation over the temperature range taken (900-1450 °C). By varying the 
temperature, the oxygen partial pressure and the specific surface area of Si particles we could 
produce a-Si3N4 whiskers in a wide range of diameters and lengths. 
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EXPERIMENTAL 
a-Si:H nanoparticles have been prepared by plasma-enhanced chemical vapour deposition 

(PECVD) method from a RF glow-discharge of silane. c-Si microparticles have been produced 
from silicon wafers by ball-milling and have an average size of about 0.5 microns. 

Nitridation experiments have been carried out in a Mettler Toledo thermobalance, model 
TG-851. Processes have been performed under a continuous flow of N2 by heating the sample at 
lOOK/min, in an alumina crucible, from room temperature up to a given temperature is reached 
and then it is kept at this temperature during one hour. Experiments have been performed using 
different constant temperatures (900-1440''C) and N2 flows. The higher the N2 flow is, the lower 
the O2 partial pressure is. The highest flow rate is 300 ml/min which corresponds to an O2 partial 
pressure of 2 lO'^ atm. Mass-gain versus temperature curves have been obtained from 
thermograms by subtracting a blank curve. Temperature and heat flow have been corrected by 
proper calibration of the experimental conditions. 

The chemical composition of all the samples has been determined by elementary analysis 
(EA), Fourier-Transform Infra red (FTIR) spectroscopy and Electron Energy Loss Spectroscopy 
(EELS). In addition, morphology and structure have been imaged by High Resolution and 
conventional Transmission Electron Microscopy (HRTEM and TEM), Scanning Electron 
Microscopy (SEM) and Selected Area Electron Diffraction (SAED) techniques. These 
measurements have been performed using a Phillips CM-30 (HRTEM) and Zeiss DSM 960A 
(SEM). 
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RESULTS AND DISCUSSION 
Chemical composition of the original a- 
Si:H nanoparticles has been obtained by 
EA and mass-gain curves after complete 
oxidation.   The   initial   stoichiometry   is 
H().2sSi|0().i34. TEM micrographs show that 
these particles  are spherical  with  sizes 
between 40 and 100 nm, while electron 
diffraction   (ED)  reveals  an  amorphous 
structure. During constant heating at 100 
K/min   under   a   continuous   N2   flow, 
thermograms exhibit an exothermic peak 
around   800°C    which   corresponds   to 
crystallization of a-Si. From EA and mass 
gain after isothermal  heating,  we have 
obtained the final stoichiometry. N and O 
content per silicon atom vs. temperature at 
a N2 flow of 300 ml/min are plotted in Fig. 
1. One can clearly point out that there are 
two competing processes, oxidation and nitridation. Up to 1200 "C oxidation plays a dominant 
role whereas above 1200 "C nitridation process becomes more prominent. The initial oxygen 
content (0.134) in the starting material increases above 900 "C and shows a maximum value at 
1200 "C. Oxygen is incorporated forming an amorphous phase. This fact has been confirmed by 
SAED because the only crystalline phase observed corresponds to c-Si. Moreover, oxidation of 
a-Si:H nanoparticles above 800°C results mainly in the formation of a-Si02 [17]. 

T(°C) 

Fig 1. N and O content per silicon atom after 
treating a:Si:H nanoparticles at different constant 
temperatures and under a constant N2 flow of 
300 ml/min during 1 hour. 
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Fig 2. (a), (b) TEM micrographs of whiskers synthesized at 
1400°C during 1 hour from a:Si:H nanoparticles. Inset is a 
SAED of a whisker fcorresDondine monocrvstalline a-SiiNa"). 

On the other hand, 
nitridation dominates over 
oxidation above 1200 °C. In 
general, nitrogen uptake 
involves the formation of 
SijNaO and Si3N4. However, 
SAED analysis has ruled out 
the formation of Si2N20 in our 
samples. The absence of 
droplets at the tip of crystals on 
TEM micrograhs rules out the 
vapor-Uquid-solid mechanism. 
Therefore, the most suitable 
mechanism leading to Si3N4 
whiskers formation from Si and Si02 in the presence of N2 is a two step vapor solid (VS) 
mechanism involving the formation of SiO in gas phase as an intermediate product [2]. This 
reaction only involves Si, Si02 and N2 and it has been stated that siUcon suboxides do not 
contribute to Si3N4 formation [6]. Then the reaction kinetics depends mainly on SiO partial 
pressure and this fact accounts for the lower onset on Nitrogen uptake [6]. So we tentatively 
propose these scenario: 

1) Under 1200 "C, no SiO gas phase is formed and the only reaction that takes place is Si02 
formation. 

2) Above 1200 °C SiO gas partial pressure is high enough to form Si3N4 [5]. This reaction 
involves Si02 consumption, and consequently oxygen incorporation is significantly 
reduced. 
At 1400°C we reach the highest nitrogen incorporation which is very close to Si3N4 

stoichiometry. At this point, the remaining oxygen could be related to the initial oxygen content 
which is mainly bonded in a suboxide form, thus it does not participate in the nitruration process. 

The proposed scenario is supported by FTIR and TEM measurements. At 1400°C, the 
TO4 mode (1220 cm'') of silica is atjsent in the FTIR spectra while the peak related to the Si-0- 
Si stretching bond mode (1090 cm"') is present [17, 18]. Hence, O is mainly bonded to Si in a 
suboxide form. This fact is quite 
surprising because oxygen uptake •'■0 
above 800°C is in the SiOa form. 
Consequently at MOOT all Si02 is 
consumed to form Si3N4 while the 
initial suboxide present in the 
particles remains. 

Fig 2 are TEM (a,b) and 
SAED (c) micrographs obtained 
from whiskers formed at 1400°C 
treated during 1 hour. From SAED 
the crystalline phase has been 
identified as monocrystalline a- 
Si3N4. Although, in general a- 
Si3N4   from   Si/Si02   precursors 

Fig 3. TEM and HRTEM micrographs of whiskers formed 
from a:Si:H nanoparticles treated at 1350°C under low N2 
flow during 1 hour. Inset is a SAED of a whisker (indicating 
monocrystalline a-Si3N4). 



Fig 5. (a), (b) SEM and TEM 
images of c-Si treated at 1400 
°C during 1 hour under a 
constant N2 flow of 300 ml/min. 

Fig 4. (a), (b) TEM of a region containing powders and 
whiskers synthesized from a:Si:H nanoparticles treated at 
1350''C under a constant N2 flow of 300 ml/min during 1 
hour. Powders are polycrystalline a-Si3N4 nanoparticles as 
confirmed by SAED (inset). 

involves the formation of a Si02 covering layer [2], HRTEM micrograh exhibits a single crystal 
without such a covering layer. This fact agrees with FTIR measurements. Whiskers are about 50 
to 200 nm in width and several microns in length. At higher temperatures the whisker yield is 
reduced and whiskers arc thicker. 

However at higher O2 partial pressure a SiOi covering layer appears. This can be stated 
from Fig 3 which con-esponds to a HRTEM micrographs (3.a and b) obtained from whiskers 
formed at 1350°C and at low N2 flow. From SAED (fig 3.c) the core has been identified as 
a-Si3N4 monocrystal and no other crystalline phase has been noticed. EELS points out that the 
surrounding layer is composed by O and Si. Finally FTIR measurements confirmed the presence 
of Si02 through the TO4 mode (1220 cm"') peak. Therefore the covering layer is a-Si02 and the 
core is a-Si3N4 monocrystal. Furthermore, the higher the O2 partial pressure is, the lower the N 
uptake is. 

For VS mechanism, it is generally believed that the growth form is closely related to the 
super saturation ratio which is a combination of the concentrations of the reactant gases [19]. In 
general, a higher super saturation ratio favors the formation of powders and lower value would 
proceed to form whi.skers. This may be the case in 1350 °C where we obtained very few whiskers 
compared to the silicon nitride powders. From fig 4, it is clear that the powders are 
polycrystalline in nature and a-Si3N4. 

Finally, treating the c-Si micron particles at 1400 °C at 300 ml/min N2 flow, we obtained 
thicker (150-350 nm) and longer whiskers (-100 pm) compared to the whiskers obtained from 
nanoparticles (Fig. 5). From SAED measurements whiskers arc found to be single crystalline 
a-Si3N4. No covering Si02 layer is formed. Hence, in principle, the mechanism proposed for 
a-Si:H particles is also valid for c-Si microparticles. 

CONCLUSIONS 
For the first time, we have studied Si3N4 whisker formation from a-Si:H nanoparticles produced 
by PECVD. a-Si3N4 monociystalline whiskers have been prepared from a-Si:H and c-Si 
particles by nitridation processes at different temperatures from 900 to 1440 °C and various O2 
partial pressures. The reaction involves two competing processes, oxidation and nitridation. Up 
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to 1200 °C oxidation is the leading process which significantly diminishes when nitridation 
starts. 

The mechanism responsible of whisker formation is a two-step VS reaction which agrees with 
published studies related to whisker formation when precursors are a mixture of c-Si and SiOj. 
However, authors report the formation of a covering Si02 layer around whiskers that is not 
present in our case when O2 partial pressure is low enough. Hence, we observe the formation of 
pure a-Si3N4 whiskers. Nevertheless, at higher O2 partial pressure, an amorphous covering SiOa 
is formed. By treating the micro particles under the same conditions we have observed thicker as 
well as longer pure a-Si3N4 whiskers. 

Finally, for both a-Si:H and c-Si ,whisker yield depends on temperature. The maximum yield is 
located around 1400°C. At 1400''C and for a-Si:H Nitrogen uptake is very close to Si3N4 
stoichiometry and whisker yield is very high. Consequently, a-Si:H is a good precursor for 
a-Si3N4 whiskers formation because its high yield, chemical purity and moderate synthesis 
temperature (1400°C). 
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ABSTRACT 

In this study, a novel thick film nanocrystalline phosphor is synthesized by using post- 

dispersion treatment at low temperature. The post-dispersion treatment is to prevent the 

agglomeration between the precursors by mixing the organic dispersing agent with them before 

heat-treatment. The mean size of the particle heat-treated at 500°C is 4nm. Also, europium is 

uniformly distributed in the yttrium oxide with deviation below 0.5%. The nanocrystaUine 

phosphor is principally composed of cubic structure having preferred orientation of <222>, 

<440>, and <400>. The photoluminescence properties of the nanocrystalline phosphor 

characterized with monochrometric systems reveals that the main PL peak is detected at 611 nm, 

and thick film nanocrystalline phosphor with 15wt% europium exhibits better properties. 

INTRODUCTION 

A nanocrystaUine phosphor improves optical properties by controlling the recombination 

behavior between electron and hole efficiently. The phenomenon is achieved from the ultrafine 

size effect owing to the change of energy level by restricting the electron and hole [1]. However, 

particle size of nanocrystalline phosphor increases easily under even the small changes of heat- 

treating temperature because the wider surface is very unstable and tends to reduce the surface 

area [2, 3]. The increase of particle size gives rise to a reduction of the surface area of the 

nanoprticles inevitably, and the optical properties of nanocrystaUine phosphor come to be 

degraded. In this study, we attempt to prevent the agglomeration of the nanocrystalline phosphor 

by mixing the precursor nanoparticle with organic solvent before heat-treatment. The attempted 

process is called as post-dispersion process. 
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EXPERIMENTAL DETAILS 

Yttrium acetylacetonate and europium acetate are used as raw materials. To syntliesize the 

thick fihn, YxOyiEu'* precursors with various concentration of europium are prepared. Then, 

post-dispersion treatment of the precursors is done under low temperature. Synthesized precursor 

nanoparticles are dispersed into organic solvent to block one nanoparitcle from others. The 

mixture of the precursor and the organic dispersing agent is printed and heat-treated on silicon 

wafer. Thermal analyses such as differential thermal analysis (DTA) and thermogravimetric 

analysis (TGA) of the precursor dispersed into organic solvent are done to determine the minimal 

limit of heat-treating temperature. Then, we attempt to optimize the size of the nanocrystalline 

phosphor by varying temperature of the post treatment ranging from 500°C to QOCC. The 

fabricated thick films of nanocrystalline phosphors are investigated by analyzing the size and 

crystal structure with high resolution transmission electron microscope (HRTEM) and X-ray 

diffractometer (XRD). Also, photoluminescence (PL) spectra are measured at room temperature 

by exciting samples with a xenon lamp combination with an interference filter. The wavelengths 

range is between 200nm and 800nm. 

DISCUSSION 

Physical properties of thick film Y70^:Eu^ nanophosphor 

Thermal analyses of the precursor dispersed into organic solvent, shown in figure 1, indicate 

that heat-treating temperature over 450''C is required to bum out the organic component, and to 

crystallize the nanophosphor. Change of heat fiow is found at the temperature ranging from 

100°C to 450"C as shown in figure 1 (a). Also, change of weight is observed at similar 

temperature range as seen in figure 1 (b). From the results, it is assumed that the acetate 

components consisting of C, H and O react with O2 in air above lOCC, and it is oxidized and 

separated from yttrium and europium by reaching 450°C, respectively. Also, during the reaction, 

yttrium is supposed to oxidized with blocking an Eu'* ion in a Y2O3 nanoparticle. Based on the 

thermal behaviors, the precursor requires at least heat-treatment at 500°C in order to crystaUize 

the nanophosphor. So, the heat-treating temperatures are determined as 500, 700, and QOO^C. 
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Figure 1. Thermal analyses (TGA: thermogravimetric analysis, DTA:  differential thermal 

analysis) of precursor dispersed into organic solvent 

Size of the nanocrystalline phosphor is proportional to the heat-treating temperature. As 

seen in figure 2, the size of the nanocrystalline phosphor heat-treated at 700°C is about 20 nm. 

As the temperature is raised to 900''C, the size is increased to 30 nm. However, the 

nanocrystalline phosphor can be synthesized by suppressing the temperature of the post 

treatment below SOOT. That is, the nanocrystaUine YxOj.:Eu'* phosphor of which mean particle 

size is 4 nm can be obtained applying the post-dispersion treatment. Investigating the 

nanocrystalline YxOy:Eu'* phosphor in detail, crystalUne layer structure is obviously observed. 

So, we assume that the precursor of the Eu'* doped yttrium oxide is crystallized under the 

synthesis condition. 

(a) SOCC (b) 700°C (c) 900T 

Figure 2. HRTEM observation of thick film nanocrystalline YxOy:Eu'* phosphors according to 

heat-treating temperature 
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For more precious investigation, the crystal structure of YxOj,:Eu'* nanoparticles heat- 

treated at SOCC is analyzed with XRD. Figure 3 shows the X-ray diffraction pattern of the 

nanophosphor. Crystalline diffraction pattern is observed obviously. Also, the crystal structure 

according to the detected X-ray peak is coincident with that of YaOjrEu'* [4]. That is, the 

detected main peak is <222>, <440>, <400> indicating that the crystal is cubic structure. Only a 

small amount of peaks of monoclinic structure are observed from the nanocrystalline phosphor. 

So, we certify that all the particles are crystallized to Y203:Eu'*. 

25.0k 

S, 15.0k 

5.0k 

(222) 

Y,03:Eu"* (Cubic) 

Y O :Eu°' (Monoclinic) 

(440) 

Figure 3. XRD analysis of nanociystalline phosphor 

From the results, we suppose that the thick film nanocrystalline phosphor is consistent of 

nano scaled Y2O3 particle blocking Eu'* ion in. Because of the nano-dimensional scale, uniform 

distribution of europium is very important factor. So, we analyzed composition ratio of several 

points of the thick film nanocrystalline phosphor with energy dispersion spectrometer (EDS). As 

a sample, concentration of europium is designed to 7wt%. As seen in table 1, the analysis 

indicates a slight deviation within 0.5wt%. So, using the post-dispersion treatment, uniform 

composition of the Y203:Eu'* thick film nanocrystalline phosphor can be fabricated in this study. 

Table 1. Distribution of the components in the nanocrystalline phosphor 

Position 1 
Position 2 
Position 3 

Y 
56.8 wt% 
60.1 wt% 
68.3 wt% 

Eu 
6.7 wt% 
7.5 wt% 
7.2 wt% 

O 
36.5 wt% 
32.4 wt% 
24.5 wt% 
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3+. Optical properties of thick film Y;0:<:Eu   nanophosphor 

It is important to optimize the concentration since the more exact combination between an 

Y2O3 nanoparticle and a Eu'* ion enhances the optical properties of the nanocrystalline phosphor. 

So, using the synthetic method, three types of thick film nanocrystalline phosphors are fabricated 

of which europium concentration are 5, 10, 15 wt% respectively. Then, photoluminescence (PL) 

properties are observed after synthesizing the nanocrystaUine phosphor. The spectra are shown in 

figure 4. In case of excitation, seen in figure 4 (a), wavelength range of the excitation is narrower 

as the europium concentration is increased. Also, the intensity of the excitation is increased as 

the europium concentration is increased. It is thought to be owing to the ultrafme size effect [5]. 

So, the more intense emission is expected as the europium concentration is increased. In fact, 

seen in figure 4 (b), the intensity of the nanocrystalline phosphor is enhanced as the europium 

concentration is increased. Also, the main PL peak is observed at 611nm, and the phenomenon 

indicates typical characteristics of red color phosphor. The PL peak is owing to the cubic 

structure of the synthesized Y203:Eu''* nanocrystalUne phosphor based on the report that the 

emission wavelength is originated from the electron transfer of "''Do Eu'"^ -^ 'F2 Eu'* state [5]. So, 

we certify that optical properties of the nanocrystalline phosphor are enhanced applying a new 

novel post-dispersion treatment. 

80k 

80k 

/ 
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 Yj,Oj-10wt% Eu 
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50k '^ / ■A  
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(a) Excitation spectra (b) Emission spectra 

Figure 4. Photoluminescence properties of nanocrystalline Y203:Eu   phosphors 
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CONCLUSIONS 

In this study, we developed a post-dispersion treatment for thick film nanocrystalline 

Y203:Eu'"' phosphor. Applying the post-dispersion treatment at 500°C, a thick film 

nanocrystalline Y203:Eu^'' phosphor could be fabricated of which particle size and crystal 

stiTJCture are 4nm and mainly cubic, respectively. The uniform distribution of europium 

concentration within 0.5wt% could be achieved. The photoluminescence properties are enhanced 

as the europium concentration is increased. Also, the main peak detected at 611 nm properties 

exhibited a red phosphor. So, a novel thick film nanocrystalline phosphor with red color could be 

fabricated in this study. 
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Abstract 

This study presents the effect of gate geometry on the charging characteristics of metal 
nanocrystal memories. The effect is studied by varying the perimeter to area ratio, 
number of convex comers and concave comers of the gate of a metal-oxide- 
semiconductor (MOS) capacitor with embedded gold nanocrystals. It can be observed 
that the nanocrystal charging rate increases for a smaller perimeter to area ratio. The 
presence of concave and convex comers increases the nanocrystal charging rate. Based 
on this study it is expected that gate geometries with low perimeter to area ratio and with 
selected convex and concave comers would increase the nanocrystal charging rate. 

Introduction 

The difference between the two main commercially available memory systems, 
dynamic RAM (DRAM) and Flash memories, is that DRAM provides fast read/write 
capability, whereas Flash memories have the advantage of nonvolatile data retention. 
Metal nanocrystal memories can be designed to have a good combination of both 
advantageous features. In metal nanocrystal memories the effective potential well 
designed by metal work function engineering enables the use of an oxide in the direct 
tunneling regime, where the oxide endurance in repeated write/erase cycles dramatically 
improves [2]. Also the discrete storage nodes of metal nanocrystal memories provide 
advantages in the design tradeoffs of write/erase voltage and retention time [1]. 

The effect of the control gate geometry on the charging characteristics of metal 
nanocrystal memories was studied by varying the control gate geometry of a metal-oxide- 
semiconductor (MOS) capacitor with embedded gold nanocrystals. We have considered 
three types of gate geometries: a circle, a square and a quasi-fractal pattem [3] with the 
same area. The geometric differences between the three structures are the perimeter to 
area ratio, the number of convex and concave comers. In this paper, we will present our 
device design, fabrication process, and stmctural and electrical characterization. 

Device design and fabrication 

An ultra thin (~2 nm) layer of siUcon dioxide (tunnel oxide) is first grown 
thermally on a boron doped (lO'^ cm") p-type silicon substrate. On this tunnel oxide gold 
nanocrystals are formed by a self-assembly process [2]: A 30nm PECVD oxide (control 
oxide) is then deposited followed by a 200nm chromium layer deposition by e-beam 
evaporation. The device structure is schematically shown in Fig 1. This chromium layer 
is patterned by photolithography into three geometric shapes: circle, square and quasi- 
fractal (Fig. 2). The area charge density Q in the oxide consists of charge stored in the 



nanocrystal, fixed oxide charge, mobile oxide charge, and silicon-oxide interface state 
trapped charge. The amount of charges stored in the nanocrystal scales with the writing 
voltage Vw till all of the energy states in the potential well of the nanocrystal are filled. 
From the Gauss law, the flat band voltage shift AVfB in the high frequency capacitance- 
voltage (HFCV) measurement directly scales with Q (Eq. (1)). From Eq. (2) we observe 
that the slope of AVrn vs. Vw indicates the nanocrystal charging rate with respect to the 
writing voltage Vw- 

xQ (1) 
AV FB 

'OX 
where x is the distance of the nanocrystal layer from the gate and e„x is the permittivity of 
oxide. 

dQ (2) 

d(Vy^) 

Structural and electrical characterization results 

From scanning transmission electron microscopy (STEM) images in Fig 3(a), the 
nanocrystals have formed on a 2 nm thin tunnel oxide. Convergent beam electron 
diffraction (CBED) images in Fig 3(b) confirm the crystallinity of the embedded metal 
dots. Scanning electron micrographs (SEM) in fig 3(c) show that the nanocrystal number 
density and the size distribution are quite uniform. 

HFCV measurements were made on devices with different gate geometries. To 
estimate statistical fluctuations, measurements were repeated on three to five identical 
devices. Figures 4(a-c) show HFCV plots for capacitors with a control-gate area of 8464 
sq. microns in different gate geometries. The flat band voltage shift /JV^ is estimated by 
defining a flat-band capacitance as a parameter A. times the strong inversion capacitance 
value, because the voltage sweep to MOSC accumulation may change the nanocrystal 
charge state. For larger areas, the value of "k was taken as 1.6 while at smaller areas 1.3 is 
used. The minor difference results from the fact that the maximum capacitance value 
reached in some smaller devices was less than 1.6 times of the strong inversion 
capacitance since the maximum gate voltage is Umited due to concerns of changing the 
nanocrystal charge state. 

-Eontroi:QxMe~3BhM-:-:-:_j_ „ ,, 
^-m--^-m--m--m--Mym^ Gold 

Control gale ~2()0nm 

j;Tuiinei;Qxide::~2nnn 
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; Aluminum sub.slrate contact 
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Circle Square 

Convex_^,--'''''^>Bi       Concav( 
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Fig. 1-Device Structure 

Concave 
Comer 

Quasi-fractal 

Fig. 2- Control Gate shapes considered. 
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Gold nanocrystals 
Tunnel oxii 

Fig. 3(a) An STEM image of gold nanocrystals on the ultra thin tunneling oxide; 
(b) A CBED image of the gold nanocrystal; (c) A SEM image showing the 
distribution and number density of the gold nanocrystals. 

This extraction was repeated for identical devices and a least-square-fit technique was 
used to obtain the AVFB VS. W plot in Fig. 4(d). The procedure was carried out for devices 
with different gate areas and the slope of AVFB VS. VW is plotted in Fig. 5. 

3D device simulations [4] were made to find the magnitude of the electric field 
perpendicular to the control gate at various locations (Figs. 4(e) and 4(f)). From Fig. 4(e) 
for the case of a concave corner, the electric field remains the same until the corner is 
reached and then begins to decrease. Also, the field at the center of the gate is larger than 
that along the edge. In Fig. 4(f), the field begins to decrease in magnitude as a convex 
comer is reached and becomes zero some distance away from the comer. Comparing the 
magnitude of the field, E, at these locations we see the following relation holds. 
(^/ center =(^y concavecomer^i^Jedge '^{^) convexcorr\a \i) 

With consideration of the scattered data in Fig 5, we can make the following 
observations: 

a) For large device areas, the nanocrystal charging rate with respect to the writing 
voltage is largest for the circular gate. 

b) For smaller device areas, the devices with square and circular gates show similar 
nanocrystal charging rates. 

c) Devices with quasi-fractal gates show lower nanocrystal charging rates than those 
with circular and square gates. 

From Table 1, the geometric difference between the circle and square is that the 
circle has a smaller perimeter to area ratio than the square, and the square has 4 convex 
comers. At large device areas, the effect of comers is expected to be negligible and the 
effect on the nanocrystal charging rate should arise primarily from the perimeter to area 
ratio. The nanocrystal charging rate increases as the perimeter to area ratio decreases 
according to observation (a). This result is corroborated by the simulation result that the 
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Fig. 4(a), (b) and (c) are CV plots of devices with a circular gate, a square gate and a quasi- 
fractal gate of area 8464 sq microns. Fig 4(d) is the extracted flat band voltage shift vs. 
writing voltage for the 3 different gate geometries. Fig. 4 (e) and (0 are the electric field data 
obtained by 3D device simulations [4]. 

74 



0.9 

0.89 

0.88 

dAV, FB 

dV^ 0.87 

0.86 

0.85 

0.8 t 

1 » r 

Circle/* 
■ Fl- 

m ■   y 
y/^au^* 

' • >^ X    ^' 

t 
■ 
• 

^0»>^ * / 

/J^ \ 
V >< ■ ^^^^ 

X 

•H ^. 
-,—• --                 H' 

> V  y /r * 

,* ■ 
■ 

* 

0.8 1.2       1.4      1.6      1.8 
Device Area (jim^) 

xlO 
Fig. 5: Plot of the slope of AVm vs. Vw for various device areas. Legend: • - Circular device 

data; ■ - Square device data; * - Quasi-Fractal device data. The soUd Unes represent the mean 
value of the data. 

Shape of the control gate Area 
(A) 

Perimeter 
(P) 

P/A Number 
of 
Convex 
corners 

Number 
of 
Concave 
Corners 

Circle \} (2V^)L 2y/n 

L 

0 0 

Square \} 4L 4 
L 

4 0 

Quasi-Fractal pattern 1} 8L 8 
L 

16 12 

Table 1: Geometric details of the three different shapes. L is the value of the side of the 
square. The area of the three gate geometries is made equal to L^. 
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electric field perpendicular to the gate is smaller along the gate perimeter than the field at 
the center. 

At smaller devices areas, the perimeter to area ratio is larger with the additional 
effect from the presence of the convex comers. From 3D simulation, we see that the field 
diminishes some distance away from the comer. These fringing fields can compensate to 
some extent the decrease in the nanocrystal charging rate due to an increase in the 
perimeter to area ratio .We see from observation (b) that the square and circle have 
similar nanocrystal charging rates. This shows that the convex comers indeed compensate 
the effect of the perimeter to area ratio. 

The quasi-fractal pattern has twice the perimeter to area ratio of the square and 
16 convex comers and 12 concave comers (Table 1). However, the decrease in the 
nanocrystal charging rate between square gates and quasi-fractal gates appears 
comparable to that between circular gates and square gates. This is again reasonable 
according to the 3D simulation because the convex and concave corners compensate the 
effect of the perimeter to area ratio. 

However we notice that the difference in the electrical characteristics of the 
various devices is at most a few percent. This could be because the gate areas are of the 
order of several thousand square microns. We hope to clarify this issue by fabricating and 
characterizing devices with gate areas of the order of a few thousand square nanometers. 

Conclusion 

It is observed that as the control gate perimeter to area ratio decreases the nanocrystal 
charging rate increases. The presence of convex and concave comers can partially 
compensate for the decrease in the nanocrystal charging rate. From 3D simulation, it is 
expected that the concave corners should be more effective than convex corners. 
However from the present setup we cannot decouple the effect of concave comers as the 
quasi-fractal has both types of comers. In summary, a control gate geometry design 
which would maximize the nanocrystal charging rate and thus favorably reduce the 
writing/erasing voltage would have the smallest possible perimeter to area ratio along 
with a few convex and concave comers. 

Acknowledgements 

This project is supported by the ECS division of NSF. We acknowledge helpful 
discussions with the technical staff of the Cornell Nanoscale FaciUties (CNF). 

References 

[1] Z. Liu, C. Lee, V Narayanan, G. Pei, B.C. Kan, IEEE Trans. Electron Devices, 
vol. 49, no. 9, Sept. 2002. 

[2] C. Lee, Z. Liu and E.C. Kan, (MRS) Materials Research Symposium, Boston, 
MA, proc. vol. 737, F8.18, Dec. 2002. 

[3] H. Samavati, A. Hajimiri, A.R. Shahani, G.N. Nasserbakht and T.H. Lee, IEEE 
J. Solid State Circuits, vol. 33, no.l2, Dec 1998. 

[4] ATLAS Device Simulation, Silvaco intemational, 2003. 

76 



Mat. Res. Soc. Symp. Proc. Vol. 789 © 2004 Materials Research Society N3.30 

Tunable Optical Absorption of Composites of Nanocrystalline Copper Prepared by in situ 
Chemical Reduction within a Cu^*-Polymer Complex 

Cheng Huang.' Gang Huang,^ and C. Z. Yang^ 
'Materials Research Institute and Electrical Engineering Department, The Pennsylvania State University, 
University Park, PA 16802, cxh57@psu.edu 
^Electronic Materials & Thin Film Devices Division, Physics Dept., Suzhou University, 215006, China 
^Department of Polymer Science and Engineering, Nanjing University, Nanjing 210093, China 

ABSTRACT 

Research on nanocrystalline materials and the physics behind their properties have attracted 
considerable attention. A number of physical and chemical techniques have been used to 
synthesize different nanomaterials and nanocomposites. Optical absorption characteristics of 
composites containing nanosized metals or semiconductors have been investigated for potential 
applications in nonlinear optics and photonic crystals and also to understand the effect of particle 
size on the band gap of the material concerned. These materials show a large third-order 
nonlinear susceptibiUty. A polymer-matrix nanocomposite containing copper particles has been 
prepared by in situ chemical reduction within a polymer-metal complex solid film. The copper 
particle size in the order of 10 nm is controlled by the initial content of the metal ions in the 
complex. Their fractal pattern and the value of the fractal dimension indicate that there exists a 
cluster-cluster aggregation (CCA) process in the present system. Optical absorption spectra of 
copper-polymer nanocomposites show distinct plasma absorption bands and quantum size effect 
in the samples. More studies on optical properties of composites containing nanosized metals are 
within the Drudeframe on the basis of Mie theory, but the electrons behave in a wavelike rather 
than a particlelike way as the particle size decreases to below 10 nm, and the classical Drude 
model should be modified considering the quantum confinement effect. In this paper, the 
calculated blueshift of the resonance peak based on a quantum-sphere model (QSM) proposed by 
Huang and Lue, gives remarkable agreement with the experimental data as the size of copper 
particles embedded in the polymer becomes smaller. 

INTRODUCTION 

Research on nanocomposites and their properties has attracted considerable attention in 
recent years [1,2]. A wide variety of physical and chemical synthetic approaches have been 
applied to the preparation of nanocomposites [3]. The association of subunits to form large 
clusters in metrices is still a phenomenon central to many synthetic processes of nanocompoaites. 
The Witten-Sander model [4] provides a basis for obtaining a better understanding of a variety of 
diffusion-hmited processes, e.g., an metal electrodeposition process [3], however the features of 
this model are unrealistic for many other real colloidal system, such as metal colloids, soot, and 
coagulated aerosols [5], and later Meakin further developed a model for diffusion-controlled 
aggregation in which growing clusters as well as individual particles are mobile [6]. Optical 
absorption characteristics of composites containing nanosized metals or semiconductor have been 
investigated for potential applications in nonlinear optics and also to understand the effect of 
particle size on the band gap of the material concerned [1,2,7]. More studies on optical properties 
of composites containing nanosized metals [3,8] are within the Drudeframe on the basis of Mie 
theory [9], but the electrons behave in a wavelike rather than a particlelike way as the particle size 
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decreases to below 10 nm, and the classical Drude model should be modified considering the 
quantum confinement effect [10,11]. In this paper a new method of making a metal-polymer 
nanocomposite via in situ chemical reduction within a Cu^*-poly(itaconic acid-co-acrylic acid) 
complex solid film will be described. Fractal aggregation of these particles within the polymer 
matrix was observed, and tunable optical properties of the copper-polymer nanocomposite have 
also been investigated. 

EXPERIMENTAL DETAILS 

The random copolymcr of itaconic acid and acrylic acid in the molar ratio about 2:3 
synthesized by solution polymerization was used in the present experiment. A 5wt% solution of 
the polymer with the number-average molecular weight above 50 000 in N,N - Dimethyl 
formamide was mixed with a series of stoichiometric amount of Cu(CH3C02)2 -HzO. After about 
4h of stirring at 80°C, the mixture was poured into a Teflon-casting plate and the transparent film, 
~20|am thickness, was formed by evaporating the solvent. Then the Cu^^-polymer complex film 
was reduced by the dropwise addition of 25ml of 50.0wt% hydrazine hydrate aqueous solution 
with stirring at room temperature for a suitable time to produce the ultrafine metallic particles, 
dispersed in polymer matrix. For microstructural studies, the film (~80nm) was spin cast on a 
carbon-coated copper grid, then the copper grid with the chemically reduced film was mounted 
mainly on a JEOL TEM-200CX transmission electron microscope and the microstructure was 
investigated. The accelerating voltage is 200 kV. The optical absorption spectra were recorded at 
room temperature on a Shimadzu UV-31000 UV-VIS-NIR spectrophotometer over the 
wavelength range from 400nm to 900nm, and the films were spin coated on quartz substances. 
The typical thickness of the chemically reduced films is of the order of 2|ain. 

RESULTS AND DISCUSSION 

Fractal Aggregation of Copper Nanoparticles Prepared by in situ Chemical Reduction 
within a Cu^"^-Polvmer Complex 

It has been proved that the metal ions in some macromolecule-metal complexes have a 
tendency to aggregate, foiTning nanoscale ionic domains owing to their electrostatic or dipole- 
dipole interactions [11]. Figure 1(a) shows the typical electron micrograph of one of the Cu '"- 
poly(itaconic acid-co-acrylic acid) complex solid fihns, and there are black areas surrounded by 
gray areas, which is believed to be loose-packed ionic domains close up to each other. Selected 
area electron diffraction in Fig. 1(a) indicates that there was no crystal phase existing in the 
polymer matrix. Figures 1 (b) shows the electron micrograph of one of the copper-polymer 
nanocomposites at a magnificent of 100 000. The distinct diffiaction rings in Fig 1(b) have been 
identified to correspond to the copper crystal, which indicates the copper ions can be transferred 
into copper nanoparticles in the polymer matrix by controlling the exposure of the metallic ionic 
sites to the reducing agent. Moreover, the ultrafine particles stick together to form chain-Hke 
aggregates, and it is evident that a ramified network fractal pattern is present in this system. 

The fractal dimensions of these copper clusters in quasi-two-dimensional fihns have been 
estimated by the method delineated by Forrest and Witten [12]. The micrograph is first of all 
digitized by computer treatment to produce a matrix of 1 's or blanks corresponding to the 
presence or absence of a particle. Different squares are then chosen in the image and the number 

78 



N of I's in each square is counted. According to the power law: No<: L°, where L is the size of the 
square chosen and D is the value of the fractal dimension. In Fig. 2 the plot is shown well 
corresponding to the micrographs given in Fig. 1(b). The value of D estimated from the slope is of 
1.75+0.02 over the length scale 100-10 OOOnm, and this value is in reasonable agreement with 
the D value predicted on the basis of a Cluster-Cluster Aggregation(CCA) model [5,6]. It is 
indicated that ionic domains can be acted as heterogeneous nucleation sites of nanoparticles 
during the chemical reduction process. Upon reduction, the metal atoms in the local structure 
aggregate to form the close-packed particles, meanwhile, drastic movement of the polymer chains 
and the change of interaction between the polymer chains and the particles, which ascribed to the 
change of volume occupied by the particles and the migration of copper atoms, results in the 
movement and aggregation of the growing particles in this system. 

The particle size histograms of the nanocomposites synthesized as above have been fitted by 
a log-normal distribution function. Figure 3 shows the relationship between molar ratio of Cu^'^to 
carboxyl of the polymer and the copper particle size. It is noted that the particle size increases 
with the loading of metal in the polymer matrix, and the nanocomposites with different particle 
size can be prepared by starting with polymer precursors having different ion contents. 

The evaluation of the particle size is also determined from the line width of the diffraction 
peaks in the X-ray diffraction patterns (Fig.4) using Scherrer's equation [13]: 

^-=^*^cos^'        W 

Figure 1. ya) Llctliun niitiugiapn aiiu selected area electron diffraction pattern of the Cu^*-polymmer 
complex with the initial molar ratio of Cu^* to carboxyl 1:1. (b) Electron micrographs of the same 
copper-polymer nanocomposite at a magnificent of 100 000, and selected area electron diffraction pattern 
of(b). 
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Figure 2. (left) Log N vs. log L plot for the sample shown in Fig.l (b). 
Figure 3. (right) Relationship between molar rado of Cu^* to carboxyl of the polymer ([Cu^^/[COOH]) 
and the copper particle size. 
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Figure 4. XRD patterns of the complex films reduced by NH2-NH2 (I) and NaBH4 (II). The pattern for 

bulk copper metal (III) is shown for comparison. 

where Dhw is the linear dimension of coherent areas in different crystallographic planes (hkl), 
which dominantly influence the broadening of diffraction lines neglecting the influence of 
microstresses on the basis of our preparation method of the experimental materials. % is the X- 
ray wavelength (h= 0.1542nm). 8 is the Bragg diffraction angle of the diffraction peak, and k is 
geometric factor taken to be 0.9 if (i is the half width of the diffraction peak. The physical 
broadening P is determined by the separation of instrument broadening Bs from the total width 
B   of the diffraction line by the following relationship: 

P=B„-B„        (2) 
where Bs, the instrumental broadening was determined by a standard sample. 

It is shown that the particle sizes calculated from XRD correspond well with the data 
obtained by TEM. In general, the particles reduced by hydrazine are typically smaller than those 
reduced by NaBH4[14] which may be related to the reductibility or nature of the reducing 

agents[!5]. 

Quantum-Sphere Model (OSM) of Metallic Nanoparticles 

The quantum-sphere model (QSM) [10] was proposed for the evaluation of the dielectric 
function of small metallic particles. The QSM infers N independent electrons confined in a 
sphere of diameter D. Based on Schrodinger equation 

Hw = [-^'^'-+V{r)-\iff = Eiir,       (3) 
2m 

and the asymptotic approximations of the roots of the spherical Bessel functions 
ctr,,, =(2/!+/)f (4) 

for large n. The spacing of neighboring energy level can be simplified to 
AE, =/?,-£,., s£o[(2n + /)'][f]'-£o[(2^ + /-l)'][f]' =(2/ + 4«)£„[f]' =;r(£„£,)^. 

The dielectric function can be written as 

(5) 

e""°' {m,R) - E„+ e' + E' -e- = [el{CO) + iei {(o)^ + [e°" ico,R) + ief (co,R)] 

4;r   1   .«-.   ,nii     i2. 1 1 
- + ■ 

ma(o) + ir ')    3V ha 
/ . y i.m I    » 

CO.. -w-iT' 
- + - 

CO... -CO + IT 
TT]. (6) 
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where V is the volume of the spherical particles (= )4^D '), the QM presents the parts 
contributed from the quantum-sphere model. 

Tunable Optical Absorption and Quantum Size Effect of Copper Nanoparticle/Polymer 
Composites 

In order to investigate the optical properties of such particles embedded in the polymer 
matrix, the optical absorption spectra in the region of plasmon resonance absorption were 
measured. Figure 5 shows the absorbance as the function of wavelength for all the samples 
mentioned in Fig. 3. in the visible region. The measured positions of the plasmon peak of various 
samples are compiled in Figure 6. An evident quantum size effect of the shift of the plasma 
resonance has been observed in the present experiment. It is clear that there exists a blue shifting 
of the peak with the decrease of the particle size. Also, the theoretical curves of position of the 
plasmon peak of copper particles versus the particle diameters were calculated. To find the 
resonance peak X,D, we derive the wavelength X,D from the differential equation 

da/dAl__,_^=0,       (7) 
where the absorption coefficient a of the nanocomposite system can be derived from Mie's 
scattering [9] based on the dielectric function of the metal particles with diameter D, and the 
dielectric function is calculated based on the Drude expression from free-electron classical theory 
[16] and quantum state transitions with wave function solved from a quantum-sphere model 
(QSM) proposed by Huang and Lue [10], respectively. It appears that there exists a distinction 
between the classical conduction electron theory(free path effect) (curve B) and the quantum size 
calculations (curve A), and the latter are favored by the experimental results, while the Dnide 
expression is in contradiction to the results in smaller range of the particle size, which indicated 
that the metal particles become so smaller that the conduction band breaks up into discrete levels 
separated by energies large compared to thermal energies, and the Drude expression is no longer 
valid. It must be replaced by a more realistic, quantum-mechanically derived model. In general, 
the classical size effect presumes the correction to the dielectric function with a reduction of the 
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Figure 5. (left) Absorption spectra of copper particles in polymer matrix. The average size ranges from 
2.5nm (1) to 16.0nm (7) shown in Fig.3. 
Figure 6. (right) Position of the plasmon peak of copper particles vs. the particle diameter. Points: 
experimental values; curve A: calculated from the dielectric function based on the QSM; curve B: 
calculated from the Drude free-electron theory. 



effective relaxation by the Drude expression to be only due to the scattering of electrons with a 
spherical boundary, while the blueshift from the QSM is mainly due to the choice of an infinite 
barrier, by which the electron density drops suddenly from its bulk value to zero at the spherical 
boundary, which results in the quantum confinement effect of electrons. 

CONCLUSIONS 

In conclusion, the metal ions in a polymer matrix can be reduced to form nanoparticles by 
controlling the exposure of the metallic ionic sites to a reducing agent and a copper-polymer 
nanocomposite was obtained. There exists a CCA process in the present system. The embedded 
copper particles exhibit quantum confinement effect with the enhanced optical resonance at 
visible region, and the measured size dependence of the shift of the plasma absorption was shown 
to be satisfactorily coincident with results calculated on a quantum mechanically derived 
dielectric function as the particle size decreases to below 10 nm. It should be mentioned here that 
the interparticle coupling effects on plasmon resonances of metal nanoparticles become very 
important when a cluster of metal nanoparticles are placed in close proximity to one another [17]. 
The resonant wavelength peak of two interacting particles is also red-shifted from that of a single 
particle because of near-field coupling. As shown in Figure 6, the difference between the 
experimental values and the calculated results as the particles become bigger maybe contributed 
to nanoparticle plasmon coupling as the interparticle spacing is reduced with the increasing of the 
metal loading. The collaborative oscillation of conductive electrons in metal nanoparticles which 
results in a surface plasmon resonance makes them useful for various applications including 
biolabeling. Synthesis and tunable optical absorption of metal nanoparticles in polymer matrix 
also offers potential for nonlinear optics and producing metallo-dielectric photonic crystals. 
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ABSTRACT 

Boron nitride (BN) nanolayers encapsulating iron (Fe) fine particles have been synthesized by 
annealing mixtures of hematite (a-Fe203) and boron powders at 1373 K for 2 hours in nitrogen 
atmosphere. The Fe particles had an average diameter of ~300 nm with BN nanolayers coating of 
-10 nm. The a-Fe203 was transformed into Fe and then Fe-B on a process of annealing. The 
Fe-B was decomposed into Fe and BN, and consequently Fe particles coated with BN nanolayers 
were synthesized. They showed soft magnetic properties with coercivity of 1.5 kA/m. The BN 
nanolayers encapsulation was effective on improving oxidation resistance. BN nanotubes with 
diameter of ~100 nm were also synthesized as a resultant product by this method. 

INTRODUCTION 

Magnetic metal nanoparticles are suitable for potential applications like high-density magnetic 
recording media [1], magnetic fluids [2], magnetic carrier in clinical cure [3] and other novel 
magnetic devices. Iron (Fe) or Fe-based alloy nanoparticles have an advantage of high saturation 
magnetization for these applications, whereas deterioration by oxidation has kept them away 
from practical usage. 

To overcome this problem, nanocoating techniques for the metal nanoparticles have been 
reported. An arc discharge method has been proposed to coat metal nanoparticles with graphite 
carbon [4 - 6] or boron nitride (BN) [7, 8]. Surface oxidization of Fe and Co nanoparticles has 
also been studied [9, 10]. However, the arc discharge method is not considered to be suitable for 
a mass production because of low yield. The surface oxidation takes long times and causes 
decrease of saturation magnetization. 

We have discovered a simple method that can synthesize BN nanolayers encapsulating Fe fine 
particles massively for industry by employing a-Fe203 and B powders as starting materials. A 
reaction process of this method, morphology of resultant products and magnetic properties are 
discussed in this paper. 
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EXPERIMENTAL 

Commercially available a-FejOs (hematite, 99.7%) and crystalline boron (99%) powders were 
used as starting materials. Their particle sizes were 30 nm and 20 ^m (325 mesh under), 
respectively. Ratio in weight of a-FeaOs to B was 1:1. A differential thermal analysis (DTA-TG) 
was carried out from 300 K to 1773 K at temperature rise of 10 K/min in N2 atmosphere in order 
to study reaction process between Fe203 and B from a thermodynamic point of view. Samples 
were prepared by annealing mixtures of the a-FejOs and B powders at 773 K, 1273 K and 1773 
K for 15 minutes and 1373 K for 2 hours in a furnace under nitrogen gas flow at ambient 
pressure. A temperature rising rate up to each temperature was 3 K/min. They were denoted as 
sample A, B, C and D, respectively. 

An X-ray diffracto-meter (Rigaku RlNT-2500) was used to detect metallurgical phases under 
an applied power of 50 kV and 250 mA with a Cu Ka irradiation. A goniometer was scanned at a 
step of 0.02 ° from 20 of 20 to 80 ° in a 20/9 mode. A scanning speed was 1 ° per minute. A 
HRTEM was employed under an acceleration voltage of 300 kV in order to reveal 
microstructures of samples. Composition was also analyzed by an energy dispersive X-ray 
analysis (EDX) or an electron energy loss spectroscopy (EELS) equipped with TEM. Magnetic 
properties of the samples were measured by a VSM. Acrylic capsules (diameter: 6 mm, 
thickness: 8 mm) were used to pack the samples for this measurements. A DC magnetic field of 
0.8 MA/m was applied to take hysteresis loops. The field was also applied in order to investigate 
variation of saturation magnetization due to heating from room temperature to 1073 K at 
temperature rise of 10 K/min in the air. 

RESULTS 

DTA-TG was taken as shown in Fig. 1 in order to reveal how the reaction between a-Fe203 and 
B proceed in nitrogen atmosphere. Exothermal peaks are clearly appeared at 1130 K and 1580 K 
in the DTA curve ('PI', 'P2' in Fig. 1). The thennal gravity (TG), which is normalized by the 
gravity before heating and represented '100 %' at 273 K, keeps constant value below 1473 K and 
abruptly increases above the temperature. 

273 773 1273 
Temperature (K) 

1773 
Figure 1. DTA-TG curve showing a 
reaction process of a-Fe203 and B. 
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To make the reactions in Fig. 1 clear, X-ray diffraction measureinent and SEM observation 
were carried out. Figure 2 (a), (b) and (c) show X-ray diffraction patterns of the sample A, B and 
C, respectively, which were annealed at 773 K, 1273 K and 1773 K (T, '11', 'III' in Fig. 1). In 
Fig. 2(a), there are peaks assigned to Fe304 and starting materials, that is a-Fe203and B. This 
means some amount of a-FeaOs reduces to Fe304 at 773 K. The reduction of these iron oxides is 
completed at 1273 K and Fe-B compounds such as FeB, Fe2B and FeB49 are formed as shown in 
Fig. 2(b). B2O3 is considered as a product by reaction of B with oxygen in iron oxides. The peak 
PI in Fig. 1 would represent the formation of the Fe-B compounds after the reduction of Fe203. 
The Fe-B compounds change to a-Fe and BN at 1773 K as shown in (c). The BN consists of 
hexagonal (h-BN) phase and rhombohedral (r-BN) one. It is obvious that the peak P2 resuUs 
from the synthesis of BN through nitridation of Fe-B compounds. The TG also increases above 
1473 K. The temperature of BN generation is higher than the reported one, which is 1373 K [11]. 
SEM images of these samples are also shown in Fig. 2 (d), (e) and (f) at the right side of the 
X-ray patterns. Particles with various diameters can be seen in (d). They grow more than 10 (im 
in diameter at 1273 K as shown in (e) probably because of a sintering effect. Particles become 
fine, less than diameter of several micrometers, at 1773 K as shown in (f). This could be 
attributed to decomposition of Fe-B compounds and generation of BN. 

(a) 
o FejOj 
D FejO, 
AB 

CP* ?o 

(b) 

(c) 

■ Fe V FeB 
▼ FejB O FeB. 
♦ BP3 

J 

• h-BN 
or-BN 

20        30       40       50       60       70        80 

2e(degrees) 

Figure 2. X-ray diffraction patterns and SEM images of sample A (a, d), sample B (b, e) and 
sample C (c, f). 
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Figure 3. TEM images of sample D; 
(a) Fe particles, (b) detailed 
morphology on the surface of the Fe 
particle. 

Figure 3 shows HRTEM images of the sample D annealed at 1373 K for 2 hours. The sample 
D contained same products as the sample C. Dark contrast particles can be seen in Fig. 3(a). The 
diameters of about 100 particles have been measured giving an average diameter of-300 nm. 
EDX analysis revealed that they were mainly composed of Fe. A detailed morphology on a 
surface of the Fe particle is shown in (b). Nanolayers with -10 nm in thickness can be seen on 
the surface. Spacing of the lattice fringes is measured as 0.33 nm, which is almost equal to that 
of h-BN (002) planes. So, each Fe fine particle was coated with h-BN nanolayers. 

Magnetic properties of the sample D were measured by VSM. A M-H hysteresis loop shown in 
Fig. 4 exhibits soft magnetic properties. The saturation magnetization (Ms) and coercivity is 47.3 
A-m^/kg and 1.50 kA/m, respectively. The value of Ms is smaller than that of commercially 
available carbonyl Fe, that is 210 A-mVkg, because the sample contains not only a-Fe but also h- 
(or r-) BN and a little amount of derivatives. The Fe particles are good soft magnetic materials 
due to the small coercivity. 

In order to investigate oxidation resistance of the sample D, variation of the Ms as a function 
of temperature were measured when it was heated from 300 K to 1073 K in air (Fig. 5). The 
carbonyl Fe powders with an average diameter of 3 pm were measured as a control sample. Ms 

&^o 
= -60 

-0.8 -0.4 0 0.4 

Mangetic field (MA/m) 

Figure 4. Magnetic hysteresis loop of 
the sample D at room temperature. 
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Figure 5. Variation of saturation 
magnetization as a function of 
temperature; BN-coated Fe (sample 
D) and carbonyl Fe (control sample). 



measured at each temperature in this experiment is normalized by that at room temperature and 
is expressed as M(T)/M(298K). The normalized Ms of both samples decreases gradually as 
temperature increases and become falling to zero abruptly at a temperature. The Ms of the 
carbonyl Fe is zero value at -873 K, while that of the sample D falls down to zero at -1073 K. A 
Curie temperature of magnetite (Fe304) is known as 860 K ('Tf in Fig. 5), which suggests that 
the carbonyl Fe has been oxidized and transformed into Fe304. The -1073 K coincides with the 
Curie temperature of iron (1040 K, indexed as 'T2' in the figure). Accordingly, Fe particles 
coated with BN nanolayers exhibit good oxidation resistance. 

A kind of tubes can also be found in the sample D as shown in Fig. 6(a). The tube is folded, 
and has some nodes and something like joints inside. Most of tubes observed in our experiment 
had multi-walls with diameters of-100 nm and lengths of a few micron meters. Composition of 
the nanotubes was analyzed by means of an EELS and its typical spectrum is shown in Fig. 6(b). 
There are peaks assigned to B, N and O atoms. The energy-loss near edge structures (ELNES) of 
B-K and N-K edges are very similar to those obtained from sp^-hybridized BN samples [12]. 
Therefore, the nanotube is identified with BN. An oxygen peak is very weak and probably not 
assigned to the tubes. The diameters of the BNNTs are also larger than other BNNTs [13-16]. 
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Figure 6. A TEM image of a BN nanotube in the sample D (a), and EELS spectrum of the tube 
(b). 

DISCUSSIONS 

It is revealed that BN nanolayers encapsulating Fe fine particles and BN nanotubes have been 
synthesized by annealing a-Fe203 and B powders in nitrogen atmosphere. The reaction formula 
in this synthesis can be proposed as follows: 

Fe203 4- xB -> Fe + Fe-B + B2O3 
Fe-B + yN2 -^- Fe + 2yBN 

(x>2) (1) 
(2) 

B acts like a reducing agent and generates B2O3 by reducing a-Fe203 to Fe. The reduced Fe 
reacts with excess B and produce Fe-B compounds (Fig. 2). The Fe-B reacts with nitrogen and 
decompose into Fe and BN at above 1473 K (Fig. 1). The decomposition occurred even at 1373 
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K by annealing for 2 hours. The Fe-B would play an important role to generate BN. It would be 
considered that B in the Fe-B diffuses to the surface of particles in order to react with nitrogen, 
so that the BN nanolayers on the surface would be generated simultaneously with breaking large 
grains into pieces (-500 nm) as shown in Fig. 2(e) and (f). 

BNNTs have been successfully synthesized in NH3 atmosphere by using a-Fe203 powders as a 
catalyst [13]. It was also reported that BNNTs are generated from B2O3 and N2 [17]. These 
reports suggest that a-Fe203 nanoparticles play a role as a catalyst for BNNTs, which would be 
attributed to the decomposition of the Fe-B, and that the BNNTs also can be fabricated from 
boron oxide produced by the reduction of a-Fe203. A detailed mechanism of the generation of 
the nanolayers and the BNNTs are under investigation. 

CONCLUSIONS 

The BN nanolayers encapsulating Fe fine particles have been synthesized by simply annealing 
the mixture of a-Fe203 and B powders in nitrogen atmosphere, namely by means of solid phase 
reaction. The Fe particles exhibited soft magnetic properties and good oxidation resistance. 
Multi-walled BNNTs with diameter of-100 nm have also been synthesized. This method could 
be a promising candidate for a mass production of those BN derivatives. 
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ABSTRACT 

We present spectroscopic characterization of InP nanocrystals grown through a fast reaction 
in a non-coordinating solvent. The photoluminescence (PL) spectra collected from these 
nanocrystals exhibit a sharp feature associated with the band-edge emission and a broad infrared 
feature associated with deep level surface trap emission. The emission efficiencies of the as- 
grown nanocrystals vary between 0.3% and 1% from sample to sample. After undergoing an HF 
etching process, the emission efficiency increases to 18% and the emission associated with 
surface states is eliminated from the PL spectrum. Time-resolved photoluminescence (TRPL) 
experiments conducted at room temperature on the as-grown and HF-etched nanocrystals show 
that before etching the PL intensity decay is multi-exponential, with a fast (3ns) component 
independent of wavelength, associated with the non-radiative recombination processes. The 
etching process effectively eliminates the non-radiative component and the post-etching PL 
decay can be fitted with a single exponential decay characterized by long (45ns) lifetimes. We 
tentatively associate these long lifetimes with the recombination of carriers from spin-forbidden 
states. This assignment is supported by the observation of a significant redshift of the feature 
associated with band-edge recombination in the PL spectrum with respect to the lowest energy 
feature in the photoluminescence excitation (PLE) spectrum. 

INTRODUCTION 

Semiconductor nanocrystals are very important for potential photonic and optoelectronic 
applications due to the possibility of tuning the wavelength of the emission by varying the 
nanocrystal size [1] and because of the high emission efficiencies measured in most II-VI and 
III-V nanocrystals [2,3]. Historically, II-VI nanocrystals were the first ones to be synthesized due 
to the less restrictive conditions imposed on the growth process and are now the only ones 
readily available in commercial quantities. By comparison, the synthesis of III-V nanocrystals is 
more challenging since the reaction must take place under very strict vacuum and humidity 
conditions. The traditional method of preparing II-VI as well as III-V nanocrystals consists of 
heating the cation and anion precursors in the presence of a coordinating solvent, such as 
trioctylphosphine oxide (TOPO) or dodecylamine (DDA) at high temperatures (~ 150-200''C for 
II-VI nanocrystals and 300^0 for III-V nanocrystals) for several (2-5) days [4-8]. The role of the 
coordinating solvent is to arrest the growth of nanocrystals while they are still only a few 
nanometers in size and passivate the dangling bonds on the surface. The products of these 
reactions are solutions containing nanocrystals with large size distributions and a post-growth 
size-selective precipitation is typically necessary in order to obtain samples with narrow size 
distributions (+/-10%) [9,10] . A complication resulting from this growth method is the possible 
presence in the PL spectrum of features associated with emission from heated impurities present 
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in the coordinating solvent [11]. These features can mask the emission from nanocrystals in the 
blue and visible region of the spectrum, if the nanocrystals are characterized by low emission 
efficiencies. 

A recent alternative to the traditional synthesis of InP nanocrystals, proposed by Battaglia et 
al. [12], eliminates the TOPO or DDA from the synthesis and cuts down the reaction time from a 
few days to a few hours. However, a coordinating solvent and/or surfactant is still added to the 
solution in order to achieve surface passivation. 

In this paper we report on the optical properties of InP nanocrystals grown through a fast 
reaction which does not involve any coordinating solvent or added surfactant. The precursors 
are heated in the presence of a non-coordinating solvent and the surfactant is formed "in-situ". 
Transmission Electron Microscopy (TEM) and standard UV-VIS absorption measurements 
indicate the nanocrystals grown through this method are characterized by diameters smaller than 
50A and fairly narrow size-distributions. The PL spectrum of the "as-grown" nanocrystals, 
passivated by the "in-situ" surfactant contains contributions from the band-edge as well as 
surface state-related recombination. After undergoing an HF etching processes the surface state 
recombination contribution to the PL spectrum is eliminated and the emission efficiencies 
increase by a factor of 40. Time-resolved photoluminescence studies were employed to 
determine the nature of the recombination mechanism responsible for the band-edge 
luminescence. 

EXPERIMENTAL DETAILS 

Indium Phosphide nanocrystals were prepared by heating 0.199 g (0.25 x 10'' moles) of 
In(02Ci3H28)3 (In(MYR)3) in 40 mL of dry octadecene to 300 °C followed by the rapid injection 
of 0.031 mg (0.125 x 10"' moles) of P(SiMe3)3. The surfactant is formed "in-situ" and no 
surfactant is added from outside. Immediately upon injection the solution became orange in 
color. The monitoring of the reaction was performed by drawing several 0.5ml aliquots at several 
time intervals during the growth and dispersing them in hexane. Standard UV-VIS absorption 
measurements were performed on these aliquots using a Shimadzu spectrophotometer and the 
reaction was stopped when the wavelength corresponding to the absorption edge of the 
nanocrystals no longer increased as a function of growth time. The reaction was typically 
stopped after 2 to 3 hrs. 

After isolation by precipitation from a hexane solution with acetone, a colloidal solution 
of the nanocrystals was prepared by dissolving 10 mg of nanocrystals in a solution of hexane, 1- 
butanol and acetonitrile in a 1:0.1:1 ratio and the solution sonicated for 1 min to completely 
solubilize the nanocrystals. Next, the O.I mL of an HF solution of 5% HF, 10% H2O and 85 % 1- 
butanol was added to the colloidal nanocrystal solution and sonicated 1 min. The colloidal 
nanocrystal/HF solution was allowed to sit for 24 hrs under ambient conditions. After 24 hrs the 
nanocrystals were isolated by addition of excess acetone to precipitate the nanocrystals. A single 
fraction was then isolated by centrifiigation and redispersed in hexane. 

Various precursor ratios and temperature sequences were explored in order to optimize 
the optical properties. The two samples presented in this study were both grown with an In:P 
precursors ratio of 2:1. After the precursors were injected at 300°C, for sample 1 the temperature 
was set to 245°C and the solution was left to gradually cool down. In the case of sample 2 the 
reaction was quenched immediately after the 300°C injection with entire reaction volume 
equivalent of octadecene and then the temperature was set to 245°C. 
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Preliminary continuous wave (CW) photoluminescence (PL) and photoluminescence 
excitation (PLE) optical characterization measurements have been conducted using a Jobin-Yvon 
3-11 Fluorolog spectrofluorometer equipped with a 400W Xenon lamp as an excitation source 
and a Hamamatsu R928 photomultiplier tube as a detector. The PL and PLE spectra were 
measured for 0.5 ml aliquots drawn at different times during the growth process, dispersed in 
hexane and placed in a 1 cm optical path UV transparent quartz cuvette. Time-resolved 
photoluminescence (TRPL) measurements were performed in a right angle geometry using 400 
nm, 200 fs pulses with a repetition rate of 250kHz obtained by frequency doubling the 800 nm 
pulsed output of a Coherent Rega 9000 regenerative amplifier. The PL spectra were spectrally 
and temporally resolved using a Chromex 250IS monochromator (spectral resolution 0.15 nm) 
equipped with a Hamamatsu C4334 streak camera with typical jitter of 50 ps. All the time- 
resolved measurements were carried out at room temperature with the samples placed in the 
same 1cm optical path quartz cuvettes used in the CW studies. 

RESULTS AND DISCUSSION 

A summary of the absorption spectra from the two samples under study is presented in 
Figure 1. The feature associated with the InP nanocrystals is present in the absorption spectrum 
measured on the aliquot drawn 5 minutes after the reaction started, indicating the reaction takes 
place on a very fast scale. As time passes, the wavelength associated with the InP nanocrystals 
absorption feature shifts towards longer wavelengths, indicating the particles grow in size. For 
sample 1 (Figure 1(a)) the wavelength remains approximately constant after the first 30 minutes 
of the growth process indicating the particles grow very fast and their size is not controlled by 
the time of the reaction, but rather by the precursors ratio and the temperature conditions. After 
two hours the wavelength associated with the absorption feature in sample 1 corresponds to a 
nanocrystal diameter of approximately 26 A [13,14], a number which is in very good agreement 
with the results of the X-ray experiments performed on the same sample. The crystalline domain 
size estimated from the Debye-Scherrer formula was found to be 26.3 A. 

In order to investigate if several aliquots characterized by different average nanocrystal 
sizes could be obtained from the same reaction, the growth rate was slowed down using the 
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Figure 1 Absorption spectra from (a) sample 1 and (b) sample 2 measured on several .5 ml 
aliquots drawn at different times after the precursors injection. 
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Figure 2 (a) PL, PLE and absorption spectra from sample 1, measured after the reaction was 
stopped and (b) PL spectra of sample 2 measured as a fiinction of growth time. All 
measurements were performed on the "as-grown" nanocrystals, coated with the surfactant 
formed "in-situ". 

procedure described for sample 2 in the previous section. In contrast to sample 1, the wavelength 
associated with the InP nanocrystals absorption for sample 2 increases continuously as a function 
of growth time until the reaction is stopped. The particle diameter is equal to approximately 18 A 
after the first 5 minutes of grovrth time and increases to 30 A two hours later. In addition, the 
absorption features of sample 2 are considerably sharper than those of sample 1, indicating 
sample 2 is characterized by a sharper size distribution [12]. 

The results of the CW photoluminescencc experiments are summarized in Figure 2. Panel 
(a) depicts the PL, PLE and absorption spectra from sample 1 measured after the reaction was 
stopped, on the "as-grown" sample. The sharp feature present in the PL spectrum, associated 
with band-edge recombination is red-shifted by ISOmeV in comparison to the lowest energy 
feature in the PLE spectrum. A similar red-shift has been observed in all PL experiments 
performed on InP nanocrystals [3,13] and its origins can be related not only to the existence of a 
size distribution inside the sample, but possibly to the dark nature of the ground state in such 
nanocrystals. [14,15]. 

In order to investigate the nature of the broad feature extending into the near infrared 
region, which is also present in the PL spectrum of the "as-grown" nanocrystals, we investigated 
tlie PLE spectrum at several wavelengths across the PL spectrum. As shown in Figure 2(a), the 
PLE spectrum at long wavelengths (714nm and 750nm) contains no features in the 600 to 800nm 
region. This result implies that the broad emission is not due to larger particles that might be 
present in the solution and indicates that the broad emission is most likely associated with 
surface state recombination._The presence of surface states is expected in these nanocystals since 
they are passivated with weakly bound "in-situ" formed surfactant. In addition, the relative PL 
intensity between the sharp and broad features increases in the favor of the former as a fiinction 
of growth time, as shown in Figure 2(b). This observation is consistent with the assignment of 
the broad feature to surface state recombination. As the particles grow in size, the surface to 
volume ratio decreases and the contribution of the surface state recombination diminishes as 
well. At the end of the growth process the feature associated with band-edge recombination 
dominates the spectrum. Its full width at half-maximum (FWHM) (approximately 60 nm) is 
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comparable to that of the PL spectram of narrow size distributions obtained as a result of size 
selective precipitation processes [5]. This result indicates that the size distribution can be 
controlled by tuning the growth parameters and a post-growth size-selection is not necessary 
with this method. 

The emission efficiencies measured on the "as-grown" nanocrystals (for example the 
3hrs spectrum in Figure 2(b)) varies between 0.3% and 1% from sample to sample. In order to 
increase the emission efficiency we subjected the samples under study to an HF etching process 
which has been proven to significantly increase the emission efficiencies by passivating the 
surface. The time-integrated PL spectrum of sample 2, taken using the 400 nm pulsed excitation 
described in the experimental section, before and after the sample underwent the etching process 
are shown in Figure 3(a). The emission efficiency increased to 18% after etching, similar to 
reported efficiencies from InP nanocrystals grown by other methods. [3] In addition the broad 
feature associated with surface state emission is no longer present in the spectrum of the etched 
nanocrystals , indicating the surface was passivated through this process. 

The differences in the photoluminescence decay times measured before and after etching 
at the wavelength corresponding to the peak of the band-edge emission reflect the passivation of 
the surface states as a result of etching. The PL decay as a ftinction of time measured for sample 
2 is plotted in Figure 3(b). Before etching, the decay is multi-exponential and dominated by a 
long-live component characterized by a lifetime equal to 100 ns. Since the decay is measured at 
the peak of the sharp feature associated with band-edge recombination, where the spectrum 
contains a contribution from the surface state emission, the long lived component of the decay 
can be associated with the surface state recombination. After etching, the long-lived component 
is absent from the PL decay, and the longest lifetimes measured are of the order of tens of 
nanoseconds (45 ns for sample 2). These lifetimes are too long to be associated with band-to- 
band or excitonic recombination. Our measurements of the PL decay times at different growth 
times indicated these lifetimes are independent of particle size and therefore, the recombination 
cannot be associated with states created by the In-dangling bonds present on the nanocrystal 
surface but rather with spin-forbidden intrinsic states [14]. This result is very similar to the one 
obtained by Micic et. al [13] who studied the PL decay times in InP nanocrystals grown by the 
traditional TOPO method. 
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Figure 3 (a) PL spectrum from sample 2 measured before and after the sample underwent an 
HF etching process and (b) PL decay time measured before and after etching at a wavelength 
corresponding to the peak of the PL spectrum of sample 2. 
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CONCLUSIONS 

CW and time-resolved spcctroscopy studies of InP nanocrystals grown through a fast reaction 
have shown that nanocrystals with narrow size distributions can be obtained through this method 
without undergoing a size-selective precipitation process. The reaction rate can be controlled 
such that several sizes can be obtained during a given growth sequence. The PL spectrum of "as- 
grown" nanocrystals exhibits a feature associated with surface state recombination. This surface 
state recombination feature can be eliminated by subjecting the samples to an HF etching 
process. The emission efficiency increases by a factor of 40 as a result of the same etching 
process. The long earner lifetimes indicate that the band-edge recombination is associated with a 
spin-forbidden state. The emission efficiencies, FWHM of the PL feature and carrier Hfetimes 
are similar to the ones measured on InP nanocrystals grown through different methods, 
indicating all these parameters are controlled by the intrinsic properties of the nanocrystals rather 
than the surfactants or other parameters of the growth process. 
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ABSTRACT 

Cu:CdSe nanoparticle alloys were synthesized using inorganic cluster precursor via a 
lyothermal method. The dots synthesized were approximately 4 nm in size and exhibited doping 
levels as high as 20% for Cu(I). Cu(I) cations are randomly doped on the Cd-Td site based on a 
Vegard's law analysis, suggesting that doping arises from a random ion substitution mechanism. 
The resulting dots exhibited essentially no band edge photoluminescence due to a high level of 
trap site inclusions in these materials resulting from Se vacancy formation in order to 
compensate for the Cu"^ replacing a Cd^* ion. Se vacancy formation is evident in the XPS 
analysis of the Cd:Cu:Se ratios for these materials. 

INTRODUCTION 

Transition metal doped quantum dots are excellent candidates for applications such as 
phosphor displays and photovoltaics.''^ Cu(I) doping of bulk H-VI semiconductors has been 
extensively studied due to the observation of improved performance in electrochemical solar 
cells. In these studies, it has been shown that Cu(I) ion substitution of a Cd site in CdSe is 
advantageous to the solar cell performance. The improved performance is attributable to an 
increase in carrier concentrations in these materials arising from p-doping. Cu also has been 
used to increase the carrier level in ZnO.' Along with p-doping, the appearance of Se vacancies 
in these materials arise due to self-compensating effects for charge balance. 

While bulk-CdSe is readily doped, Cu(I) doping of lyothermally grown materials is more 
difficult due to the high propensity for self-annealing of the particles with loss of the internal 
dopant ion. Doping is readily achievable at low temperatures, however these materials are 
generally poorly formed. High temperature synthetic techniques are favored over room 
temperature methods because they tend to yield materials that are more crystalline and that have 
fewer defects. Only within the past few years has successful doping of semiconductor quantum 
dots been accomplished using high temperature techniques based on preformed inorganic 
clusters, in which the dopant ion is introduced into a single source molecular cluster containing 
Cd and Se. 

One of the most important issues that exist when doping is the location of the impurity. 
The impurity can exist either on a lattice point in the core, at interstitial sites, or localized at the 
surface. To date studies have shown that it has been very difficult to reliably dope the core of 
nanoparticle with impurities. In most cases only one or two ions were doped in the core of each 
nanoparticle which equates to a core doping level of approximately <0.2%.'' In the bulk the most 
common way of proving doping in the core of particles is by observing a shift in the pXRD data 
using Vegard's law. As smaller ions replace existing Cd^"^ ions the lattice is expected to contract. 
The lattice contraction should be Unear with the doping level. If the dopant ion is smaller than 
the ion it is replacing then a contraction of the lattice as a funcfion of doping should be observed 
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in the XRD spectra.'' The only time this is not observed is when the dopant is either on the 
surface or if the doping level is low enough that it has no net effect upon the structural properties 
of the host lattice.. Application of Vegard's law analysis of core-doping has been used by 
several researchers to establish structural evidence using powder-XRD data to prove doping 
within the material core.'' 

In this manuscript we will provide pXRD proof of core doping of 4nm Cu:CdSe 
nanoparticles with Cu(I) on a Cd-Td site. A linear shift in the lattice parameters obtained from 
pXRD is observed, thus providing direct evidence for statistical doping of the core with Cu(I) 
ions. Repetitive particle stripping provides no change in the observed concentrations measured 
either by pXRD or Atomic emission. Cu(I) doping instead of Cu(II) can be verified by 
inspection of the XPS data that provides evidence for only Cu(I), and a correlated increase in Se 
vacancies with increasing Cu(I) doping concentration. 

EXPERIMENTAL DETAILS 

Synthesis of [Cu4(SPh)«] (TMA)2. [Cu4(SPh)6] (TMA)2 was prepared by adding a solution of 
(15.8 g, 68 mmols) of [Cu(N0.i)2 ■ H2O] in 70 ml methanol to a stirred, room temperature 
solution of (20.0 g, 182 mmols) of benzenethiol and (18.5g, 182 mmols) triethylamine in 40 mL 
methanol.   To this mixture, a solution of (8.4g, 77 mmols) tetramethylamonium chloride 
(TMACl) in 40mL methanol was added, and the product was then allowed to crystallize at 0°C 
producing a yellow solid. The solution was filtered, washed with cold methanol and vacuum 
dried. The sample was characterized by ESI-MS with a parent ion peak for [Cu4(SPh)6] " 
observed at 454.7 m/z. 

Synthesis of (Li4)[CdioSe4(SPh)i6] (TMA)2. (Li4)[Se4Cdio(SPh)i6] was synthesized according 
to literature methods.' ESI-MS analysis of the cluster was performed to verify the cluster 
formation. 

Synthesis of Cdj-^CUxSe Quantum Dots.   Synthesis of CdixCu^Se nanoparticles was 
performed using a parallel plate reactor by adding -1.200 g of (Li4)[Se4Cdio(SPh)i6] and various 
concentrations of (TMA2)[Cu4(SPh)6], [O.lOOg, 0.200 g, 0.300 g, 0.400g, O.SOOg, 0.600g, 0.700g, 
and 0.900g] in 9 different sealed reactor vials. To the reactor vials, 35mL aliquots of n- 
Hexadecylamine (HDA) at ~100°C were added. Growth of the doped nanomaterials was 
accompUshed by heating the solution to ~250"C at a rate of ~ 20°C/hour on a parallel heating 
block. The parallel plate methodology allows nine separate reactions to be carried out under 
identical reaction conditions. This is important for controlled doping of the semiconductor alloys 
for a given nanoparticle size. Nanomaterial growth is followed by monitoring the absorption 
spectra to ensure that that the band edge absorption stays narrow. Growth of the doped quantum 
dots was halted when they approached ~ 4 nm in size. The quantum dots were isolated from the 
HDA and recapped with pyridine 2 X according to literature methods. 

Materials Characterization. Powder X-ray diffraction measurements were taken on a Scintag 
X2 diffractometer with a Cu Ka source. Si powder was used as an internal standard, which gave 
sharp peaks in the p-XRD spectra at 1.6, 1.9 and 3.1 A. Absorption measurements were taken on 
a GARY 50 Bio UV-VIS spectrophotometer. Photoluminescence was performed on a GARY 
Eclipse Ruorescence Spectrophotometer using a 490 nm excitation source. Elemental analysis 
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was performed on a Thermo-Jarrell Ash IRIS inductively coupled plasma atomic emission 
spectrometer (ICP-AE). The Cd and Cu concentrations were measured against Cd and Cu 
standards purchased from High Purity Standards. Transmission electron microscopy (TEM) was 
performed on a JEOL 2010 FX high resolution TEM using Ni holey carbon grids. 

DISCUSSION 

The Cu:CdSe semiconductor alloys prepared on the parallel plate allow nine doping levels to be 
studies for materials grown under identical reactor conditions. The isolated nanomaterials are ~4 
nm in size, with a roughly spherical morphology in a zinc blende lattice (Figure 3). ICP-AE was 
used to measure the Cu alloy concentration in the nine CuiCdSe. Elemental analysis of these 
materials was performed after the surface of the quantum dots had been stripped and recapped 
with pyridine. This step ensures removal of any Cu that may be electrostatically attached to the 
surface of the particle or that may not have been removed during the isolation of the material 
from the hexadecylamine. The observed alloy concentration was constant following the first 
pyridine stripping of the particle. The measured concentration range for the Cu ion in the alloy 
was from 0.033 to 0.203 mole percent based on ICP-AE analysis of the nanoparticles. The 
Cu:CdSe nanoparticles have a band edge absorption that ranges from ~540 - 560 nm consistent 
with the absorption of 3.8-4.2 nm particles as can be seen in figure 1. The band edge absorption 
was narrow, as expected for materials with a narrow size distribution. All of the Cu(I) doped 
quantum dots exhibited no band edge luminescence. These samples had very broad emission 
spectra in the red which is consistent with what is thought to be defect emission. Preliminary 
XPS data shows that these samples are Cu(I) doped rather than Cu(II), which leads to a charge 
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wavelength (nm) 
Figure 1. Absorption spectra of Cdi.xCuxSe Quantum dots. a)Cdo.967Cuo.o33Se b) Cdo.945Cuo.o55Se 
c) Cdo.g.i.sCuo.oesSe d) Cdo.goiCuo.oQgSe e) Cdo.897Cuo.i ijSe f) Cdo.868Cuo.i32Se g) Cdo.847Cuo.i53Se 
h) Cdo.777Cuo.223Se 
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imbalance in the final particles. The charge imbalance produces Se vacancies, as shown in an 
analysis of the Cu:Cd:Se ratios in the materials. An increasing vacancy formation is observed 
with increasing Se concentration. This would create a large number of trap sites for electrons 
thereby hindering the recombination of electrons with holes in the quantum dots. Based on the 
TEM image of Cdo.91Cuo.09Se shown in figure 2, it can be determined that these materials are 
fairiy narrow in size distribution. The observation of lattice fringes in the TEM shows that these 
materials are crystalline. An ABCABC packing can be observed in these materials consistent 
with that of a zinc blende structure. 

Random Ion Substitution in Cu:CdSe alloys. The formation of the alloy is believed to be 
achieved due to seeded growth process inherent in the use of a [CdioSe4(SPh)i6)] " single source 
precursor growth technology.   Substitution of the Cd ions in the cluster can be achieved by 
stoichiometric addition of Cu ions to a solution containing the cluster at 100°C.   The facile metal 
substitution of the Mio core by the M4 species in the above reaction has been studied by several 
researchers. Holm et al showed that cluster with the structure [M4(SPh)io]^" readily exchanged 
the following metal ions (Fe(n), Co(II), Zn(n), Cd(n)) to give the following structure [M4- 
„M'„(SPh)io]^" when mixed together in CDsCN." Bowmaker, et al extended this study to Mio 
clusters and observed core substitution of the desired ionic species by ESI-MS analysis. 
Although isolation of the Cu containing cluster in this suidy was not carried out, we believe core 
substitution of the cluster is critical for the substitution of the nanoparticle. 

As previously stated the location of the impurity is very important. The dopant can exist 
either in the core of the particle or on the surface of the nanoparticle. While stripping of the 
particle removes adventitious Cu ions, it will not remove Cu ions located at or near the surface or 
doped throughout the particle by a random ion substitution (RIS) process. Powder X-ray 
diffraction (pXRD) provides an invaluable tool to distinguish between the two possibilities. 
Random ion doping is predicted to give rise to a linear shift in the lattice as predicted by 
Vegard's law. Near surface doping will produce strain, but the magnitude of the shifts is 

•^^ 

Figure 2. TEM image of Cdo.9oiCuo.o99Se. 
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Figure 3. XRD of Cdi-xCuxSe Quantum dots, a) Cdo.gevCuo.ossSe b) Cdo.945Cuo.o55Se c) 
Cdo.QS-sCuo.oesSe d) Cdo.9oiCuo.o99Se e) Cdo.ggvCuo.iBSe f) Cdo.868Cuo.i32Se g) Cdo.847Cuo.i53Se 
h)Cdo,807Cuo.203Se 

predicted to be much smaller than observed for a RIS mechanism. The structure of Cu:CdSc 
alloys are zinc blende (Figure 3). Although the hexagonal wurtzite phase is generally seen in 
lyothermally grown nanomaterials, the presence of Cu creates enough of a driving force to form 
a zinc blende structure. This is consistent with the observation that Cu2Se exists as a cubic 
lattice. The powder diffraction of these materials exhibit three peaks that can be assigned as 
<111>, <220> and <311> reflections of the zinc blende structure. The peaks are broadened due 
to Scherrer broadening resulting from the small size of the quantum dots. The three sharp peaks 
in the XRD spectra are due to the addition of a Si internal standard to allow measurement of 
small lattice shifts. It is noticeable in the pXRD pattern of these compounds that the peaks shift 
to smaller d-spacing as the doping level is increased. This behavior is expected based on a 
Vegard's law treatment of the pXRD data, when the material core is doped with a smaller cation 
than the one it is replacing. Literature values of the tetrahedral covalent radii for both Cd and Cu 
are 1.48 and 1.38 A respectively.'" The pXRD data is consistent with increased levels of Cu"^ 
cations being incorporated within the lattice of the host material with increased amounts of 
dopant cluster being added to the reaction mixture. The magnitude of the shift provides evidence 
of a random ion substitution mechanism in the Cu:CdSe materials. 
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CONCLUSION 

In this paper we have shown a simple and powerful synthetic technique that yields 
nanomaterial alloys with high levels of core doping. Structural evidence was provided indicating 
that the core of these materials is statistically doped through a random ion substitution process by 
Cu'" ions that reside on a Cd -Td site. It is believed that the incorporation of Cu* within the lattice 
results in Se vacancies in order to accommodate the charge imbalance that results from replacing 
a Cd^* with a Cu*. This is expected to create many more trap sites accounting for the lack of 
photoluininescence in these materials. 
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ABSTRACT 

Considerable progress has been made towards creating quantum dot (QD) based 
nanosensors. The most promising developments have utilized QDs as energy donor in 
fluorescence resonance energy transfer (FRET) processes. Hybrid QD-protein-dye complexes 
have been assembled to study FRET, to prototype analyte sensing and even to control or 
modulate QD photoluminescence. In order to transition the benefits of this technology into the 
field, QD-based nanosensors will have to be integrated into microtiter wells, flow cells, portable 
arrays and other portable devices. This proceeding describes two examples of QD-protein-dye 
assemblies. The first investigates the concepts of FRET applied to QD energy donors and the 
second describes a prototype biosensor employing QDs. We also introduce the first steps 
towards implementing surface-tethered QD-bioconjugates, which could potentially serve in the 
design of solid-state QD-based sensing assemblies. 

INTRODUCTION AND BACKGROUND 

The first reports on the design and preparation of water-soluble biocompatible colloidal 
luminescent semiconductor nanocrystals (or quantum dots, QDs) were published almost six years 
ago. Since then, considerable progress has been made towards developing QD biotechnology- 
related applications. However, most investigations have focused on using the QDs as fluorescent 
probes to detect proteins or DNA, as fluoro-immunoreagents, and more recently as labels in 
cellular imaging. In all these applications, QDs offer significant advantages compared to small 
molecule organic dyes [1,2]. These include broad excitation and size-dependent tunable 
photoluminescence (PL) spectra with narrow emission bandwidths that span a wide region of the 
optical spectrum. One additional unique feature of QD fluorophores is the ability to 
simultaneously excite several color QD sizes with a single source and generate discrete 
emissions characteristics of each QD population. QDs also have exceptional photo- and 
chemical stability [3,4,5]. 

A very promising development in using these inorganic fluorophores has recently 
emerged: QDs as efficient energy donors in fluorescence resonance energy transfer (FRET) 
processes.   Developing QD-based FRET assays moves the use of water-soluble QDs from a 
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passive bio-label mode into a more active bio-sensing role. Protein-QD hybrid ensembles have 
been assembled to study FRET, to prototype analyte sensing and even to control or modulate QD 
photoluminescence. However to date, all the prototypes developed have been solution-based [6- 
8]. In order to transition the benefits of this technology into the field, QD based nanosensors will 
have to be integrated into microtiter wells, flow cells, portable arrays and other portable devices. 

In this report we present example studies where QD conjugates have been used as 
efficient energy donors in FRET investigations. In particular, we show that control over the rate 
of energy transfer cross sections can be achieved by either tuning the spectral overlap between 
the donor and acceptor or by having a single donor interact with several acceptors 
simultaneously in the same assembly. We then describe a prototype of a solution-based 
nanoscale FRET sensing ensemble using QD bioconjugates. These findings motivated us to 
develop a scheme to attach QD conjugates onto a variety of surfaces, which could potentially 
allow for their integration into fiinctional devices. 

EXPERIMENTAL SECTION 

Quantum dots were synthesized and made water compatible as described previously 
[9,10]. Briefly, CdSe-ZnS core-shell nanoparticles were prepared using organometallic 
precursors in a high temperature coordinating solution made of a mixture of trioctyl 
phosphine/trioctyl phosphine oxide (TOP/TOPO) mixed with additional amine terminated 
ligands. QDs were rendered water-soluble by replacing the native organic cap with bidentate 
dihydrolipoic acid (DHLA, a dithiol-alkyl-COOH) ligands, as described previously [4,5], 
providing water-soluble QD preparations with good quantum yields and which were 
exceptionally stable in basic pH buffer [4,5]. 

QDs conjugated to maltose binding protein appended with an oligohistidine attachment 
domain (MBP-his) and labeled with Cy3 dye (MBP-his-Cy3) were prepared by adding varying 
amounts of labeled and unlabeled proteins to 100 //L of 10 mM sodium tetraborate buffer 
solution (pH 9). The oligohistidine attachment allows for non-covalent self-assembly of the 
protein onto the QD surface [4,11,12]. In these preparations, the molar ratios of MBP-his- 
Cy3:QDs were discretely varied from 0 to 10 while the overall ratio of MBP-his to QD was 
maintained at 15. The solutions were placed in a quartz fluorescence cuvette (10 mm path 
length) and the emission spectra measured using a SPEX Fluorolog-2 fluorimeter (Jobin 
Yvon/SPEX, Edison, New Jersey). The excitation wavelength was fixed at 430 nm where 
absorption of the Cy3 dye is minimum to reduce effects of direct excitation of the acceptors. 
Moreover, emission from MBP-Cy3 only solutions was subtracted from the spectra of the QD- 
MBP-Cy3 conjugate solutions. 

Substrate preparation and surface tethering of capture biomolecules to create surface- 
tethered QD-based stiaictures in discrete locations was carried out following previously described 
methods developed for antibody immobilization [13,14]. An immuno-array biosensor was 
utilized to create QD assemblies on glass slides and to visualize the results. This array biosensor 
has been used extensively for pathogen detection. Glass slides were first activated and coated 
with a layer of NeutrAvidin using silane chemistry and heteroftinctional linkers as described 
previously [13,14]. Using a PDMS flow cell, discrete portions of the substrate surface were 
exposed to a hypcr-biotinylated MBP solution, which would serve a bridge between the 
NeutrAvidin functionalized surface and the QD-avidin conjugates [15,16]. A soludon of 555 nm 
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emitting QDs coated with ~1 avidin per QD and 15 MBP per nanocrystal was self-assembled in a 
small volume of 10 mM NaTetraborate buffer pH 9.55 for 30 mins. Since the MBP surrounding 
the QDs will bind to amylose resin, this solution was passed over and adhered to amylose resin 
to purify the QD-protein conjugate from excess free avidin [4,16]. The resulting purified QD- 
MBP/avidin conjugate solution was exposed for 3 hours to the biotin-MBP slides using a second 
PDMS flow cell aligned perpendicular to the previous one, followed by washing. The slides 
were visualized by illuminating with a laser derived evanescent wave at 488 nm and the resulting 
images were captiu'ed with a CCD camera. Imaging of the captured QDs was achieved using a 
variation of the array biosensor, described in refs 13 and 14, modified with a 488 nm excitation 
source and appropriate filters. 
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Figure 1. (A) Schematic depiction of a QD donor surrounded by surface conjugated proteins. In 
this scenario, one of the proteins is dye-labeled and acts as a FRET acceptor. (B) Corrected 
donor and acceptor photoluminescent changes from titrating a 555 nm emitting QD with an 
increasing ratio of Cy3-dye-labeled acceptor maltose binding protein (MBP-his), while keeping 
the total amount of protein on the QD fixed. 

RESULTS AND DISCUSSION 

1.  QD as Energy Donors in Fluorescence Resonance Energy Transfer (FRET) 

Figure lA shows a schematic representation of a QD conjugated to several proteins, with 
one of them dye-labeled and acting as the energy acceptor. Figure IB shows the corrected donor 
and acceptor photoluminescent (PL) contributions resulting from titrating a 555 nm emitting QD 
conjugate solution with an increasing fraction of Cy3 dye-labeled MBPs. A progressive 
quenching of the QD emission, concomitant with a steady enhancement of the acceptor signal is 
recorded when the number of acceptors is increased. This set of spectra permitted us to 
investigate the role of protein conjugated QDs in active FRET. For instance, the data in Figure 
IB show that by covering energy donating QDs with an increasing ratio of Cy3-labeled maltose 
binding proteins, symmetrically arrayed around the QD center, the rate of FRET can be 
substantially enhanced even for a system having a modest energy overlap integral [11]. 
Moreover, varying the donor acceptor energy overlap by changing the QD emission spectrum 
(via its size), for a given acceptor, could substantially improve FRET efficiency [11]. These two 
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features combined with one's ability to pack several proteins around a single QD donor (in a QD 
conjugate) indicate that QD-based FRET could potentially prove to be a robust sensing tool for 
bio-oriented applications. 

2.   Prototype of QD-based FRET nanosensor 

The above findings were further utilized to construct a prototype QD-based FRET 
nanosensor (schematically shown in Figure 2A) [12]. The prototype sensor consisted of 555 nm 
emitting QDs surrounded by ~ 10 MBP-his, each coordinated to the ZnS surface of the QD by 
the MBPs C-terminal penta-histidine sequence via Zn-histidine metal affinity. The central 
binding pocket of the MB? is pre-labeled with a beta-cyclodextrin-QSY9 quencher analog 
(BCD-QSY9), which resuhs in FRET quenching of the QD emission, due to its proximity to the 
QSY 9 dyes. Addition of the targeted analyte-maltose results in displacement of the BCD-QSY9 
analog, altering FRET in a concentration dependent manner as depicted in Figures 2A and 2B. 
Again, the ability to assemble multiple acceptors around a single QD donor results in a higher 
FRET absorption cross-section, which can improve sensing capabilities. 

WautfeiQlli (l<n) 

Figure 2. (A) Schematic depiction of a QD-MBP prototype nanosensor. In this scenario, each 
QD donor is surrounded by -10 MBPs each prelabeled with a BCD-QSY9 analog in the MBP 
central binding pocket (for brevity only 1-MBP is shown). Close proximity of the QSY9 dark 
quencher to the QD donor results in FRET quenching. Addition of the maltose analyte results in 
displacement of the BCD-QSY9 analog, altering FRET in a concentration dependent manner. 
(B) Results from titrating the solution phase sensor shown in A with an increasing concentration 
of maltose, demonstrating recovery of QD emission. 

3. Surface immobilization of QD bioconjugate assemblies 

We now discuss the design of a surface anchoring system that could allow immobilizing 
a QD-protein-dye assembly onto a solid substrate. This should eventually permit one to realize a 
solid-state surface tethered sensor that has the benefit of being potentially regenerable. Figure 
3A presents a schematic description of a three-layer assembly terminating with a QD-avidin 
conjugate, where we used two bridging proteins between the functionalized surface and the QD 
conjugates. We utilized a biotin functionalized MBP as a bridge between NeutrAvidin on the 
substrate and avidin conjugated QDs on the other end. Figure 3B shows the corresponding 
photoluminescent (PL) image captured on a CCD camera when exciting the structure at 488 nm 
with a Ar ion laser source; the PL signal result from the immobilized QD conjugates after optical 
excitation. The image clearly shows that assembly of discrete structures containing immobilized 
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QDs were formed. Moreover, the data shows that control of the fraction of immobilized QDs 
can be achieved by varying the concentrations of QD avidin conjugates in the initial solutions or 
the MBP-biotin on the surfaces. Very little non-specific binding or background was observed. 

fuiBP) 

1 > 1 J 

B. MBP-biotin 
concentration (decreasing ->) 

QD 
Concentration! 
(decreasing) 

Avidin 

Silane IL 
Neutravidin 

GMBS (Metefobifijndiorjl cross llnher) 

Slide 

Figure 3. (A) Schematic depiction showing the structure of a surface immobilized QD. The 
slide surfaces are coated with silane and then a heterobifiinctional linker is used to immobilize 
neutravidin on the surface. The QD is surrounded with MBP and avidin as described in 
reference 16. A highly biotinylated MBP acts as the linker between the NeutrAvidin on the 
surface of the slide and the MBP/avidin coated QD. (B) Image captured from a slide prepared 
as in A, illuminated with an evanescent 488 nm laser wave. The image demonstrates confroUed 
assembly of discrete 555 nm emitting QD surface structures. 

CONCLUSION 

We have shown the use of QD bioconjugates as energy donors in FRET assays. In these 
investigations, QD-bioconjugates offered the unique configuration where multiple dye acceptors 
interacted with a single QD donor in a QD-protein assembly. Energy transfer efficiency 
increased with increasing surface coverage of dye-labeled proteins. These findings were ftirther 
exploited to design a prototype FRET-based solution phase biosensor using QDs as energy 
donors. We then demonstrated controlled assembly of QD-avidin conjugates onto a fixed 
surface using a biological attachment strategy. This represents the first step towards creating a 
variety of QD based nano-devices. These devices will be able to exploit the numerous 
spectroscopic benefits offered by QDs. The surface assembled (anchored) QD-protein structures 
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remain viable and can be rescanned anywhere from days to weeks after (data not shown). This 
can be attributed to the high affinity binding constants of the protein-complexes used. The 
avidin-biotin complex has a binding affinity (^D) of 10"" and the 5-histidine MBP-QD 
association is estimated to have a KD of W'" to 10"'^ [17]. Potential uses include QD powered 
nanosensors that are resistant to photo- and chemical degradation and light harvesting devices. 
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ABSTRACT 

We have designed a series of organic oligo- and polyethylene glycol (PEG) based surface 
capping ligands that allow for QD manipulation in aqueous media. We utilized readily available 
thioctic acid and various oligo- and polyethylene glycols in simple esterification schemes, 
followed by reduction of the dithiolane to produce multi-gram quantities of capping substrates. 
Cap exchange of the native trioctyl-phosphine and -phosphine oxide based ligands with the PEG- 
terminated dithiol-alkyl cap readily resulted in aqueous dispersions of QDs that were 
homogeneous and stable in various pH ranges over an extended period of time. Mixed surface 
capping strategies utilizing ratios of dihydrolipoic acid to the pegylated dihydrolipoic acid were 
also prepared. We anticipate that such systems should allow one to covalently attach amine 
containing biomolecules to nanoparticle systems bearing carboxylates, employing known 
coupling agents, such as (dimethylamino) propyl-3-ethyl-carbodiimide (EDC). This design and 
conjugation strategy may facilitate the development of a new generation of QD-bioconjugates, 
which can be directly utihzed in bio-related apphcations such as sensing and cellular imaging. 

INTRODUCTION 

The use of fluorescent tags to label biological molecules is a general and practical method 
in biological research. Organic dyes have been employed in single and multiplex detection 
schemes [1,2]. However, this approach has several limitations. Organic fluorophores tend to 
have narrow excitation spectra with red tailing broad emission bands. Due to spectral overlap, 
simultaneous quantitative assessment of the relative amounts of different fluorophores present in 
the same sample becomes exceedingly difficult [3]. Moreover, variation of the absorptive and 
emissive properties of dye labeled conjugates requires the use of chemically distinct labels with 
non-uniform synthesis and conjugation methods. 

Colloidal semiconductor nanocrystals, or quantum dots (QDs), with unique properties 
such as high photobleaching threshold, chemical stability, and readily tunable spectral properties 
have the potential to overcome many of the limitations in biological research encountered by 
conventional dye systems [4-7]. 

Recently, the utility of stable water-soluble luminescent colloidal quantum dots (QDs), 
either pure or conjugated to biomolecular receptors, has been demonstrated in biosensing and 
cellular imaging applications [4-14]. However, due to the process in which these systems are 
prepared, the surface properties of the QDs Umit one's ability to manipulate them in aqueous 
environments and apply simple covalent conjugation techniques to prepare stable versatile QD- 
bioconjugates. Several examples of surface chemistry include the use of QDs coated with 
carboxyUc acid terminated mono-thiol ligands, such as mercaptopropionic acid (MPA), many of 
which have been used in bioconjugation schemes; however, the temporal stability of these 
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systems is transitory [8-11,15]. Schemes that employ dihydrolipoic acid (DHLA) as a capping 
ligand and bioconjugation based on non-covalent (e.g., electrostatic) binding motifs necessitate 
the use of basic solutions to preserve the QD sample integrity [8-11]. Recently, Kim and co- 
workers reported the synthesis a novel multidentate oligomeric phosphine-based ligand that 
provide for luminescent water-soluble and stable QD systems [16]. 

Here, we present the synthesis of a series of DHLA ligands modified with several oligo- 
and poly(ethylene glycol) molecules, detail the surface exchange of the native TOP/TOPO 
ligands and transfer into aqueous environments, describe their photophysical behavior, and 
present tests of such systems, including stability in acidic conditions. 

EXPERIMENTAL DETAILS 

Synthesis of the ligands used in this study is outUned in Figure 1. 
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Figure 1. Synthetic scheme for QD surface ligands. 

General procedure for the synthesis of compounds la-c: A round bottomed flask was charged 
with thioctic acid (5.16 g, 25 mmol), 4-dimethylamino-pyridine (915 mg, 7.5 mmol), 
poly(ethylenc glycol) (125 mmol) and CH2CI2 (300 mL). The contents were stirred under 
nitrogen and cooled to 0 °C while a solution of 1,3-dicyclohexylcarbodiimide (5.67 g, 27.5 
mmol) in CH2CI2 (20 mL) was added drop wise over 0.5 h. The reaction was allowed to warm to 
room temperature and was stirred for 20 h. The solution was filtered over a bed of Celite and 
rinsed with chloroform. The organics were washed repeatedly with water and brine to remove 
the unreacted poly(ethylene glycol). The combined extracts were dried over MgS04, filtered, 
and evaporated to give a viscous yellow oil. The crude product was chromatographed on silica 
utilizing a solvent system consisting of CHCI3, methanol, and acetone. The general procedure 
for the synthesis of compounds 2a-c: A round bottomed flask was charged with the appropriate 
pegylated thioctic acid derivative (1 mmol), ethanol (10 mL), and water (2 mL). NaBH4 (150 
mg, 4 mmol) was added and the reaction was heated gently until the yellow color vanished to 
give a cloudy coloriess solution. The contents were diluted with CHCI3 (200 mL), dried over 
MgS04, filtered and evaporated to give a coloriess oil. 

Water-soluble CdSe-ZnS core-shell QDs were prepared by replacing the native 
trioctylphosphine/trioctylphosphine oxide (TOP/TOPO) organic growth solution with 
functionalized bidcntate dihydrolipoic acid (DHLA) ligands in a modified procedure as 
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described previously [8]. To form the water-soluble QD assembly, native trioctylphosphine and 
trioctylphosphine oxide (TOP/TOPO) capped nanocrystals were mixed with an excess of the 
desired surface ligand and incubated to displace the TOP/TOPO molecules. A small amount of 
the QD growth solution is precipitated with ethanol and centrifuged to remove additional TOP 
and TOPO. A large excess of compound 2c is added to the QDs and the solution is heated while 
stirring at 90 °C for several hours [8]. The QDs are precipitated from the solution with a mixture 
of hexanes and chloroform and centrifuged. The QDs dissolved in water are filtered and 
concentrated using a membrane centrifugal device with a nominal molecular cut-off of 50,000 
and a 0.45-nm filter disc. 

RESULTS AND DISCUSSION 

The identification of compounds la-c and 2a-c was confirmed through 'H-NMR 

spectroscopy. Identification of compounds la-c and 2a-c were achieved by comparing the 
parent thioctic acid, dihydrolipoic acid, and poly(ethylene glycols) with the numbered 
compounds (Figure 2). In all cases, the summation of the individual units most closely 
resembled that of the proposed species. Yields for the coupUng are typically good (higher than 
80%) and employing an excess amount of the poly(ethylene glycols) in which two hydroxyl 
substituents are present ensures minimal formation of the bis-substituted Ugand. The reduction 
of the dithiane ring system with sodium borohydride proceeded smoothly and gave near 
quantitative amounts of the desired product, as was observed with thioctic acid reduction [8]. 
This strategy has allowed one to quickly prepare multi-gram quantities of the desired capping 
ligands. This is convenient for the cap exchange process in which a large excess of the capping 
ligand is used relative to the amount of QD. 

Surface ligand exchange of DHLA based ligands prepared with tetra- and hexa(ethylene 
glycol) (2a, 2b) produced species that did not adequately disperse in aqueous solutions. 
Presumably, at those oligo(ethylene glycol) chain lengths favorable interactions of the PEG units 
with the water molecules is not sufficient enough to produce stable and aggregate-free water- 
soluble QDs. Such systems however, were readily soluble in polar organic solvents such as 
methanol and ethanol. Surface ligand exchange of QDs with compound 2c produced systems 
that were readily soluble in water and free of aggregates, and which maintained their absorption 
and luminescence characteristics. 

Confirmation of the cap exchange was also obtained by investigation of changes in the 
gel electrophoretic mobility shift of QDs upon capping the nanocrystals with mixtures of DHLA 
and DHLA-PEG ligands at various ratios. Due to a net negative charge from the carboxylic end 
groups of the DHLA molecules, QDs that were fully or partially capped with DHLA ligands 
migrate towards the positive electrode in conventional agarose gel electrophoresis. The data in 
Figure 3 clearly shows that for QDs coated with 100% of compound 2c results in a little or no 
shift from the loading well under the applied current, due to the non-ionized nature of these QD 
systems. When 50% of the pegylated compound 2c was replaced with the ionized DHLA (lane 2 
in Figure 3), a substantial gel shift was measured, due to the finite electrophoretic mobility 
brought by the DHLA caps on the QD surface. Similarly, QDs coated with a mixture of DHLA 
and DHLA-PEG (2c) ligands but at lower DHLA ratios (30% in lanes 3 and 10% in lane 4) 
resulted in smaller shifts relative to the case shown in lane 2. This clearly reflects a lower 
electrophoretic mobihty of the QDs, due a smaller density of surface charges when the fraction 
of DHLA ligands used is reduced. 
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Figure 2. 'H-NMR spectra of compounds 3 and 2c. 

Figure 3. Electrophoresis of CdSe/ZnS QDs coated with various ratios of 2c to 3 in 1% agarose 
gel buflfercd with Tris borate EDTA buffer. Lane 1: 1:0 of 2c to 3, lane 2: 1:1 of 2c to 3, lane 3: 
3:1 of 2c to 3, lane 4: 10:1 of 2c to 3. 

It has been well established that CdSe/ZnS based QDs coated with DHLA are soluble in 
aqueous solutions at basic pHs (7-12). This phenomenon is driven by the ionization of the 
surface carboxyl functional groups at the ends of the DHLA moieties. This situation however, 
precludes the use of these QDs in acidic media due to the aggregative effects of re-protonation of 
the carboxylic functionality. We hypothesized that by basing die solubiUty on conventional 
poly(ethylenc glycol) substitucnts, rather than the ionization of a carboxyl group, we would not 
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be limited to using basic solutions for more elaborate experiments. Preliminary experiments of 
incubating the QDs coated with ligand 2c in buffers at various pHs suggests that the 
luminescence of such systems are quite stable and unaltered (as shown in Figure 4). Stability of 
DHLA-PEG-capped QDs is better and more reproducible in acidic buffer solutions at pH values 
larger than 3, however. 

Figure 4. Luminescence image set of CdSe-ZnS QD solutions coated with compound 2c in 
buffers ranging from 3-9 after 2 weeks. Samples were excited with a UV lamp at 365 nm; QD 
emission is centered at 590 nm. 

Quantum yield measurements of the native TOP/TOPO capped QDs and QDs that were 
cap-exchanged with compound 2c were obtained by comparison to rhodamine 6G as a standard 
(QY = 0.95) [17]. Quantum yields for the native TOP/TOPO capped QDs in organic media were 
quite high (48 - 80%), however, as expected, a decrease in the QY for the pegylated-DHLA 
capped QDs in aqueous media (15 - 22%) was also observed (Table 1). 

Efforts are currently underway to directly conjugate QDs that were cap exchanged with a 
mixture of DHLA and pegylated-DHLA molecules with amino-functionalized proteins and other 
biological molecules such as DNA. 

Table 1. Optical properties of a few QD-complexes used in this study. Xa,s n 
location of the first absorption peak (or band edge absorption). 

[ designates the 

Complex Ligand Xah.smax(nin) 'Km max (nm) Quantum Yield (%) 

QD-TOP/TOPO - 522 534 80 
QD-TOP/TOPO - 515 531 76 

QD-DHLA-PEG-600 2c 535 552 15 
QD-DHLA 3 518 536 22 
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CONCLUSIONS 

This study shows that a series of oligo- and poly (ethylene glycol) derivatized 
dihydrohpoic acid molecules were successfully synthesized. The use of these ligands in the 
surface ligand exchange process of the native TOP/TOPO capped QDs has also shown that the 
dihydrolipoic acid modified with the poly(ethylene glycol) (MW ~ 600) results in homogeneous 
aqueous dispersions. Furthermore, preliminary investigations of these systems have shown 
(increased drop) pH tolerance over an extended period of time. We are presently developing 
simple covalent conjugation schemes to attach these water-soluble QDs to a variety of 
biomolecular receptors. 
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ABSTRACT 

Nerve cells communicate by passing electrical signals through extensions from their cell 
bodies. Micron-scale devices such as microelectrode arrays and field effect transistors have 
already been used to externally manipulate these signals. However, these devices are almost as 
large as the cell body of the neuron. In order to make functional electrical connections to nerve 
extensions or their component ion channels that propagate signals, it will be necessary to utilize 
increasingly smaller components. We propose the use of semiconductor quantum dots, which can 
be optically activated, as a potential means of perturbing the nerve membrane potentials. As a 
first step, we have created qdot-neuron interfaces with cadmium sulfide quantum dots. The qdots 
may be attached to cells either non-specifically or through selected interactions exploiting 
biorecognition molecules attached to the qdot particle surface. We have investigated the effect of 
altered synthesis conditions including pH, concentration, reactant ratio, ligand length, ligand R 
group, and ligand concentration on the nature and quality of qdot-cell binding. We discuss the 
effect of these altered synthesis conditions on particle fluorescence intensity and color. 
Additionally, we studied the interaction of these particles with cells and determined that larger 
particles are more likely to bind non-specifically than smaller particles produced with the same 
amount of passivating hgand. It is possible this results from reduced surface area coverage of 
passivating chemical. Finally, we have produced particles passivated with the biorecognition 
peptide CGGGRGDS in the absence of other chemical stabilizers and characterized their 
surfaces using NMR and IR. 

INTRODUCTION 

Nanometer-sized colloidal particles, or quantum dots (qdots), exhibit sizes between that 
of bulk material and molecular clusters. This results in a unique mix of material properties. For 
example, qdots are large enough to retain semiconductor characteristics, yet small enough so that 
quantum confinement of electron-hole pairs' results in distinct spectroscopic traits. Optical 
excitation can produce dipole moments,^ heat production,' fluorescent emission,'' and electron 
transfer. ' Further; many of these properties are size-dependant,^'^ allowing for the development 
of devices with tunable characteristics. Several applications utilizing qdots have been explored, 
including LEDs,* solar cells,' and biological labels.'""'^ Although the latter appUcation has led to 
the development of commercially available qdot dyes, it fails to take advantage of the potential 
for direct interaction between qdots and cells. Because cells communicate through nanometer- 
sized components (e.g.., biomolecules, receptors), the ability to interface nanomaterials and 
biological components affords many new opportunities to alter cell behavior. This technology 
may lead to the development of new prosthetic devices and bio-inorganic electronics. 

We are designing a system to utilize qdot material properties (e.g., dipole moment, 
electron transfer, magnetism) to both visualize and interact with cellular receptors. For example, 
the dipole moment produced by qdots is much larger than that of bulk material.' Attachment of 

119 



bioiecognition molecules to the qdot surface can facilitate intimate contact between the dipole 
and neuronal ion channels. If the separation distance is small enough, it might be possible to 
induce a membrane potential change, producing an action potential. However, this will require 
optimization of the qdot-cell labeling system. Labeling efficiency needs to be high to increase 
signal, while qdot-cell separation distance must be minimized to reduce charge screening. Also, 
it may be necessary to decrease non-specific binding so that labeled tissue may be distinguished 
from surrounding tissue. Here, we present the initial development of this system, including the 
optimization of aqueous qdot syntheses, studies of qdot non-specific binding, and the 
development of bioconjugated labels. Additionally, we are currently using whole-cell clamping 
to examine the effect of qdot labeling on nerve cell membrane potential. 

EXPERIMENTAL DETL^LS 
Aqueous arrested precipitation of cadmium sulfide qdots was examined using a model 

ligand, mcrcaptoacetic acid (Fluka, Cat. No. 88652), as described previously.'^ Several synthesis 
conditions were systematically altered, including pH, reactant ratios and concentrations, and 
ligand concentrations, carbon chain length, and R group. A second type of particle was also 
created, using the peptide CGGGRGDS as a capping ligand with no additional chemical ligands. 
The presence of the peptide was confirmed using FTIR and NMR. All particles were 
manufactured at least four hours before analysis, which consisted of measuring the resultant 
spectroscopic properties. A Beckman DU500 spectrophotometer (Beckman Coulter, Fullerton, 
CA) was used to measure particle absorbance, and PL spectroscopy was performed using a 
Quanta Master Model C Cuvette-based scanning spectrofluorometer (Photon Technology 
International, Lawrenceville, NJ). 

Additionally, particle non-specific binding to biological substrates was investigated using 
SK-N-SH ncuroblastoma cells (ATCC, HTB-11). Cells were cultured following ATCC 
recommendations in EMEM with 10% FBS and 2% Penicillin-Streptomycin. Then, cells were 
incubated with 2% BSA in Dulbecco's PBS for one hour to block inherent protein binding. The 
cells were rinsed with Dulbecco's PBS. Next the cells were incubated for 30 minutes with 
quantum dots which had been isolated using 1-propanoI and centrifugation, resuspended in 
Dulbecco's PBS, and sterile filtered. The cells were then rinsed with Dulbecco's PBS three 
times, and stored in Dulbecco's PBS for observation. 

RESULTS AND DISCUSSION 
Previously, particles were examined while systematically varying the pH, reactant 

concentrations and ratios, and ligand concentration, carbon chain length, and R group. ' 
Regardless of the variable examined, we observed a fluorescence emission intensity maximum at 
intermediate particle sizes (~ 2 nm). We theorized that fluorescent maxima result from 
thermodynamically stable surfaces, perhaps because of the formation of Cd-thiol precursor 
complexes. These qdots displayed an emission wavelength of ~ 530 nm (green-yellow) with a 
quantum yield of ~ 15%. This wavelength is easily distinguishable from blue autofluorescence 
produced by the cell. Next, the particles were examined for non-specific binding. Larger particles 
demonstrated the most non-specific binding, in some cases forming a thin film over both the 
cells and substrate (Figure 1 A). Minimal non-specific binding appeared to occur at intermediate 
qdot sizes (Figure IB). However, non-specific binding for small qdots was difficult to measure 
because the emission wavelength is similar to that of cellular autofluorescence (Figure IC). 

120 



Given the high quantum yield and low non-specific binding shown at intermediate sizes, it was 
decided to develop biolabels in this size range. 

Figure 1: Non-Specific Binding Produced by (A) Large (~ 5 nm) Qdots, (B) Intermediate 
Size (~ 2nni) Qdots, and (C) Small (~ 1 nm) Qdots. Qdots appear orange/yellow, cells 
autofluoresce blue. For large qdots (A), a film is formed on the surface of the qdots and 
substrate. Intermediate sizes (B) produce minimal non-specific binding. Smaller sizes (C) 
produce limited binding that is difficult to distinguish from background autofluorescence. 

Thus, we attempted to construct particles passivated with peptide hgands (i.e., 
CGGGRGDS). These hgands are substantially larger than the model hgand examined 
previously. From our model experiments, we knew that increasing Ugand length would blue shift 
emission fluorescence and decrease particle size (Figure 2A). However, we had also discovered 
that increasing reaction pH can compensate for this effect. Therefore, using altered synthesis 
conditions, we were able to produce qdots with sizes near 2 nm. However, the amount of peptide 
required for such syntheses is large. Given cost limitations, we also experimented with 
composite systems, incorporating mercaptoacetic acid as a "filler" Ugand in addition to the 
peptide. The resultant qdots were studied using both IR and NMR to verify the presence of 
peptide, evaluate qdot-peptide binding characteristics, and roughly determine the amount of 
peptide present. Finally, the peptide-conjugated qdots were used to label cells (Figure 2B).'^ 
Ligands recognized and bound model cell surface receptors (i.e., integrins), allowing for 
nanometer scale (i.e., 3-30 nm) separation distances.'^ Currently, we are attempting to measure 
changes in the nerve cell membrane potential produced by optically excited qdots. 

350 450 550 

Wavelength (nm) 

Figure 2: (A) Absorbance and PL Emission Spectra of MAA (Red) and Peptide (Blue) 
Passivated Nanocrystals. (A) Peptide conjugation blue shifts the absorbance (i.e., 370 nm vs. 
350 nm) and emission peaks (i.e., 520 nm vs. 550 nm) when compared to the MAA control. (B) 
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Cells were incubated with peptide passivated qdots, and bound to integrins on the cell surface. 
Qdots appear green-yellow, the cell autofluorescence is blue. 

CONCLUSIONS 

The goal of our work is to demonstrate the ability of qdots to serve not only as labels, but 
also to manipulate cell function. In pursuit of this goal, we have examined the effect of synthesis 
conditions on the spectroscopic properties of the qdots produced. In particular, we optimized 
qdots for maximum quantum yield and minimum non-specific binding. Further, we produced 
peptide conjugated qdots that are capable of binding cell surface receptors. These qdots will 
serve as a starting point for future work, where we hope to demonstrate the ability of optically 
excited qdots to produce nerve membrane potential changes. Although our goal was to create 
biological labels, the ability to tune spectroscopic properties is relevant to several applications 
(e.g., LEDs). Ultimately, this work will improve the ability of nanometer-scale colloids to 
interact with cells and biomolecules. As the emphasis in materials science shifts from the 
micron-scale to nanometer-scale appUcations, the abiUty to interface technologies at this level 
becomes increasingly important. Additionally, cells communicate using nanometer-sized 
biomolecules, and the capability for integration of biological components and nanomaterials will 
provide intriguing opportunities to influence cell behavior. This work highlights many of the 
issues that may inhibit the construction of such devices, and describes some of the first steps 
taken to build novel nanoscale biomaterials. 
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ABSTRACT 

The photoluminescent (PL) properties and zeta potential of green-emitting CdTe 
nanocrystals (diameter: 3 nm) capped with a stabilizing surfactant, thioglycolic acid (TGA), 
have been investigated as a function of pH of the aqueous solution.   The green PL intensity 
reached the maximum at pH5.1 and was somewhat lower in the pH range of 6-10, which was 
similar to the previously reported result.   However, when the pH was at and below 4, the green 
PL intensity decreased drastically.   The relative ratio of the dissociation form of the carboxyl 
group of TGA showed a large diminution at and below pH5 accompanied by a significant 
decrease of the absolute value of zeta potential.   Since the absolute value of zeta potential 
reflects the stability of nanocrystals, the results obtained shows that the TGA-capped CdTe 
nanocrystals are stable only in basic to neutral regions and that the agglomeration of the 
nanocrystals in acidic range reflects the transition from the dissociated (charged) form to the 
non-dissociated (non-charged) form of a carboxyl group in TGA.   Encapsulation of 
nanocrystals in glass is a promising way to further improve the long-term photostability of 
nanocrystals.   Therefore, we chose an alkoxide having an amino group for a matrix for the 
encapsulation. The amino group has a good affinity to TGA as well as promotes the sol-gel 
reaction. As the result, the CdTe nanocrystals have been dispersed finely in the glass matrix 
without a deterioration of PL intensity. 

INTRODUCTION 

Over the years, semiconductor nanocrystals (quantum dots (QDs)) attract much attention 
due to their strong, size-dependent photoluminescence (PL) [1-3].   Many possible applications 
are expected ranging from optical, optoelectronic to biological fields [4-6].  To date, two 
solution based syntheses of QDs have been reported.   The first method is a non-aqueous 
solution based one which utilizes a thermal decomposition of organometallic compound, and 
trioctyl phosphine is used as a hot coordinating solvent [1,7].   Hydrophobic QDs are obtained 
by this method.   The second method is an aqueous solution based one in which hydrophilic 
QDs are prepared by using organic capping surfactants such as thioglycolic acid (TGA) [2,8]. 
The QDs synthesized by the second method usually retain their PL for longer time in ambient 
than the QDs prepared by the first method.   Since the PL intensity depends on the pH of the 
solution [2], we have measured zeta potential as an indicator of the stability of particles in 
solution.   As the result, we have found that the transition between the dissociated form and non- 
dissociated form of carboxyl group of the stabilizing surfactant plays an important role in the 
diminution of PL intensity and statjility of QDs in acidic region. 

In order to further improve the long-term photostability of QDs they need to be encapsulated 
in a rigid matrix.   One promising way is to incorporate the water-dispersible QDs into silica 
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glass matrix by a sol-gel method.   Because it has advantages over organic polymers for their 
chemical and thermal stability together with the robustness to ultraviolet Ught.   A sol-gel 
incorporation of CdSe QDs prepared in a non-aqueous solution has been reported [9]. 
However, the final material obtained was a gelatinous one.   As the TGA-capped CdTe QDs are 
most stable in basic region, we have chosen a silane coupling agent with an amino group for sol- 
gel fabrication of glass.   By using this silane coupling agent, highly luminescent §ilica glass 
incorporating the CdTe QDs was obtained.   The glass phosphor thus prepared is expected to be 
useful for practical appUcations. 

EXPERIMENTAL DETAILS 

Synthesis of water-dispersible. TGA-capped CdTe QDs 

TGA-capped CdTe QDs were synthesized in aqueous solution by reaction of Cd^"" with 
H2Te gas or with NaHTe in the presence of a stabilizing agent (TGA) as previously reported [7]. 
The size of CdTe QD increases with reflux time.   We obtained green-emitting CdTe (peak 
wavelength: -549 nm; diameter: 3 nm) by selecting the reflux time.   Since the mercapto group 
in TGA is bound to CdTe, hydrophilic carboxyl group of TGA is assumed to be situated on the 
outer surface of the TGA-capped CdTe QDs.   This makes the TGA-capped CdTe QDs 
dispersible in water. 

Mea.surement of PL spectra and zeta potential of the pH-controlled OP solution 

The PL spectra of the above solution were measured with a Hitachi F-4500 fluorescence 
spectrometer.   The excitation wavelength was 365 nm.   The PL quantum efficiency was 
estimated by comparing the PL intensity and absorbance with those of the standard dyes, 
rhodamine 6G (R6G) and quinine [10].   In order to investigate the pH dependence, the pH of 
the QD solution was controlled in the range of 3-10 using HCl and NaOH.   The zeta potential 
of the pH-controlled QD solution was measured with an electrophoretic light scattering 
spectrometer (Otsuka Electronics ELS-8000). 

Fabrication of CdTe-incorporated silica glass phosphor by sol-gel method 

As the TGA-capped CdTe QDs are most stable in basic solution, a silane coupling agent 
having an amino group, 3-aminopropyltrimethoxysilane (APS) was selected as a silica precursor 
for the sol-gel synthesis.   Methanol was used as co-solvent, and the molar ratio of APS to 
methanol was fixed to 1:50.   The methanol solution was stirred, then transferred to a Teflon 
chalet.   The pH-controlled aqueous CdTe QD solution was added to the solution in the chalet, 
followed by stining of the mixture and drying in a dark place.   The final concentration of CdTe 
QDs in glass was roughly estimated to be 1 x 1C' M.   The PL spectra of the resulting glass 
phosphor was measured with a Hitachi F-4500 spectrometer, and the PL quantum efficiency was 
estimated by comparing with the standard dyes. 
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RESULTS AND DISCUSSION 

The pH dependence of PL properties of the TGA-capped CdTe OD solution 

The PL quantum efficiency of the green-emitting CdTe QDs in basic aqueous solution was 
estimated to be approximately 5% at room temperature [10].   Figures 1 and 2 show the pH 
dependence of the PL peak wavelength and that of the PL intensity of the QD solution under 
various pH conditions, respectively.   In the basic region (pHlO-8), the PL intensity was 
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Figure 1.   pH dependence of the PL peak wavelength of TGA-capped CdTe QDs. 
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Figure 2.   PL intensity and absolute value of zeta potential of TGA-capped CdTe QDs, as a 
function of pH. 

'relatively strong, and somewhat increased with decreasing pH.   In this region, the PL peak 
wavelength remained unchanged.   In the neutral to weak acidic region (pH7-5), the PL intensity 
was shghtly larger than that in the basic region, and reached the maximum at pH5.1.   The PL 
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peak wavelength slightly shifted to the red when the solution became weakly acidic (pH6-5). 
This small red shift suggests that the QDs are slightly agglomerated in this pH region.   On the 
other hand, in the region of pH4-3, the PL intensity drastically decreased and the PL peak 
wavelength was heavily red-shifted.   Almost no PL was obtained at pH3.   This shows that the 
degree of agglomeration is enhanced by the acidic environment of pH4-3.   We assume that the 
significant decrease of the PL intensity at pH4-3 is mainly caused by defect centers created by 
agglomeration. 

The pH dependence of zeta potential of the TGA-capped CdTe OP solution 

In figure 2, the absolute value of zeta potential (1^1) of the TGA-capped CdTe QDs is shown 
as a function of pH.   In the basic, neutral to weak acidic region (pHlO-6), the li;i value was 
large, and slightly decreased with decreasing pH.   However, when the solution became more 
acidic (pH 5-3), the 1^1 value drastically decreased.   The 1^1 value increases with increasing 
stability of particles in solution.   Therefore, these results tells that the TGA-capped CdTe QDs 
in aqueous solution are most stable in the basic region, a httle less stable in the neutral region 
(pH7-6), and unstable in the acidic region (pH5-3). 

The pH dependence of the dissociation ratio of carboxyl group of TGA 

As described in the Experimental section, the carboxyl group of TGA situates on the outer 
surface of the QD, and makes the QDs hydrophilic.   Generally, in a basic solution, carboxyl 
group tends to have a dissociated form (-COO) due to deprotonation.   Therefore, the surface of 
each TGA-capped QD has negative charge.   This negatively charged surface prevents the QDs 

Figure 3.   Dissociation curve of carboxyl group of TGA (pKa: 3.67). 

from agglomeration.   On the other hand, in an acidic solution, carboxyl group tends to be a non- 
dissociated form (-COOH) due to protonation.   Since the non-dissociated carboxyl group does 
not have a charge, the TGA-capped QDs agglomerate easily.   The relative ratio of the 
dissociation form and the non-dissociation form of the carboxyl group of TGA ([RCOO] / 
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[RCOOH]) is determined by tlie dissociation constant (pKa: 3.67) of TGA, as a function of pH. 
Figure 3 shows the dissociation curve of carboxyl group of TGA.   It is seen from the figure that 
in the basic, neutral to weakly acidic region (pHlO-6), the relative ratio of the dissociation form 
of TGA is nearly unity.   In such situation, the agglomeration of the QDs is effectively 
suppressed.   Under a httle more acidic condition (pH5), the dissociated form is still 
predominant.   On the other hand, in the highly acidic region (pH4-l), the relative ratio of the 
dissociation form of TGA decreases rapidly with decreasing pH.   Such low dissociation ratio at 
pH equal to or below 4 accelerates the agglomeration of QDs. 

All the three factors, namely PL intensity, zeta potential and the dissociation ratio of a 
carboxyl group in TGA, showed drastic changes or transitions at pH4-5.   This result shows that 
when the pH becomes below 5, the carboxyl group of TGA changes from the dissociated form 
with a negative charge to non-dissociated form without a charge, which makes the QDs unstable 
and promotes the agglomeration of the QDs in the solution.   This agglomeration results in the 
strong suppression of PL intensity of the QDs. 

The dissociation ratio of carboxyl group of a molecule in the acidic region increases with 
decreasing pKa of the molecule.   Therefore, if the CdTe QDs are capped with another 
stabilizing surfactant whose pKa is lower than that of TGA, the resulting capped CdTe QDs are 
expected to be more stable and to show stronger PL intensity in acidic region. 

CdTe-incorporated sol-gel glass phosphor fabricated from APS 

In the process of sol-gel reaction, the amino group of APS reacted quickly with the carboxyl 
group of TGA.   This reaction plays an important role for preventing the CdTe QDs from 
agglomeration during sol-gel synthesis.   Furthermore, the amino group accelerates the sol-gel 
reaction drastically.   Due to these two effects, glasses with good transparency were readily 
prepared from APS at room temperature [10].   The resultant glass also showed bright green PL. 
The PL quantum efficiency of CdTe QDs in glass depends on the pH of the sol-gel solution. 
Glass prepared in both acidic and basic ranges showed higher quantum efficiency than the glass 
prepared in neutral range.   The maximum value of the PL efficiency of the glass was similar to 
that of the solution.   It has been reported that the speed of the hydrolysis of APS is much faster 
in both acidic and basic ranges than in the neutral range [11].   When the reaction is fast, the 
possibility of degradation of the surface by exposure to the amino group during the reaction 
decreases.   Probably this is the reason for the pH dependence of the PL efficiency.   The glasses 
from APS retained their PL over at least several months. 

CONCLUSIONS 

CdTe QDs showing green PL were synthesized in aqueous solution in the presence of a 
stabiUzing surfactant TGA.   The PL quantum efficiency was estimated to be around 5%.   PL 
intensity and zeta potential of the TGA-capped CdTe QDs were measured as a function of pH of 
the QD solution.   The PL intensity and stability of the QDs are strong in the basic region and 
become weak in the acidic region.   The comparison of the experimental results with the 
calculated dissociation ratio of carboxyl group of TGA showed that when the pH becomes below 
5, the carboxyl group of TGA changes from a dissociated form with a negative charge to a non- 
dissociated form without a charge.   This makes the QDs unstable and promotes the 
agglomeration, accompanied by the strong suppression of PL intensity. 
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In order to further improve the long-term photostability of QDs, silica glass phosphor 
incorporating CdTe QDs was fabricated by a sol-gel process using a silane coupling agent, 
aminopropyl silane (APS).   Because the amino group in APS reacts with TGA and accelerates 
the sol-gel reaction, high quality glasses have been prepared from APS.   The fast reaction in 
both acidic and basic regions resulted in the formation of glass phosphor showing bright green 
PL.   The PL quantum efficiency of the glass was similar to that of the QD solution, indicating 
that the incoiporation process of QDs in sol-gel glass did not cause a deterioration of PL 
intensity of the QDs. 
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ABSTRACT 

Magnetic nanoparticles have found application in medical diagnostics such as magnetic 
resonance imaging and therapies such as cancer treatment. In these applications, it is imperative 
to have a biocompatible solvent such as water at optimum pH for possible bio-ingestion. In the 
present work, a synthetic methodology has been developed to get a well-dispersed and 
homogeneous aqueous suspension of Fe304 nanoparticles in the size range of 8-10 nm. The 
surface functionalization of the particles is provided by citric acid. The particles have been 
characterized using transmission electron microscopy, magnetization measurements with a 
superconducting quantum interference device, FTIR spectroscopy (for surfactant binding sites), 
thermogravimetric studies (for strength of surfactant binding), and x-ray photoelectron 
spectroscopy and x-ray diffraction (for composition and phase information). The carboxylate 
functionality on the surface provides an avenue for further surface modification with fluorescent 
dyes, hormone linkers etc for possible cell-binding, bioimaging, tracking, and targeting. 

INTRODUCTION 

Magnetic nanoparticles have drawn much scientific interest for a variety of studies on topics 
including superparamagnetism[l], magnetic dipolar interactions[2], single electron transfer[3], 
magnetoresistance[4] and so on.   One area that is particularly promising is the use of magnetic 
nanoparticle systems for probing and manipulating biological systems[5]. Magnetite (Fe304) 
nanoparticles have been widely studied, and their colloidal dispersion is a well-known ferrofluid 
that has many potential bio-medical applications. The particles, for this purpose, are subjected to 
suitable surface modifications by various coating agents such as dextran[6], dimercaptosuccinic 
acid [7,8], starch and methoxypoly(ethylene glycol)[9], protein[10], silica coating [11] etc. 

It is a technological challenge to acquire control over the nanoparticles' sizes and 
dispersibility in desired solvents. Because of their large surface to volume ratio, nanoparticles 
possess high surface energies. The particles tend to aggregate to minimize total surface energy. 
In the case of metal oxide surfaces, such energies are in excess of 100 dyn/cm [12]. Because the 
particles are magnetic in nature, there is an additional contribution from inter-particle magnetic 
dipolar attraction that tends to destabilize the colloidal dispersion further. Suitable surface 
functionalization of the particles and choice of solvent are crucial to achieving sufficient 
repulsive interactions between particles to prevent aggregation and obtain a thermodynamicaUy 
stable colloidal solution   For magnetite particles, oleic acid acts as an efficient surfactant that 
binds through the carboxyl end leaving aliphatic chains extending out from the surface[13]. This 
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makes the coated particles effectively hydrophobia and dispersible in non-polar solvents. Sahoo 
et al. [14] have shown that alkyl phosphonates and phosphates also bind to magnetite particles 
well and render the surfaces hydrophobic. There has been some work on the aqueous suspension 
of magnetic particles. For example, Fauconnier et al. have thiolated the particle surface[8] and 
Shen et al. [15] have created a bilayer structure of fatty acids to make the siuface hydrophilic, 
enabling stable aqueous dispersion.   In the present work, we have used citric acid (CA) as 
surfactant to form a stable aqueous dispersion of magnetite particles and simultaneously provide 
functional groups on the particle surface that can be used for further surface derivatization. 

EXPERIMENTAL 

Magnetite(Fe304) particles were prepared by co-precipitation of FeCl2and FeClj (1:2 molar 
ratio) by the addition of NH4OH. In a typical reaction, 0.86 g FeCk and 2.35 g FeCla were 
mixed in 40 ml water and heated to 80° C under argon in a three-necked flask. While vigorously 
stirring the reaction mixture, 5 ml of NH4OH was introduced by syringe and the heating 
continued for thirty minutes. After that, Ig of citric acid (CA) in 2ml water was introduced, the 
temperature raised to 95° C and the stirring continued for an additional ninety minutes. A small 
aliquot of the reaction mixture was withdrawn, diluted to twice its volume and placed on a 0.5 
Tesla magnet in a vial. At the point when the particles did not settle down under the influence of 
the magnet, the colloidal solution was stable. The as-formed reaction product contained an 
excess of citric acid. Therefore, the nanoparticle dispersion was subjected to dialysis against 
water in a 12-14 kD cut-off cellulose membrane (Spectrum Laboratories, Inc., USA) for 72 hours 
to remove the excess unbound CA. The citric acid coated magnetic particles are abbreviated as 
MP-CA. 

The particles were characterized by Fourier transform infrared (FTIR) spectroscopy. X-ray 
photoelectron spectroscopy (XPS), thermogravimetric analysis (TGA), and transmission electron 
microscopy (TEM). FTIR spectra of neat citric acid and coated magnetic particles were taken in 
KBr pellets using a Perkin Elmer FTIR spectrometer model 1760X. XPS studies were performed 
on a Physical Electronics/PHI 5300 x-ray photoelectron spectrometer operated at 300W (15 kV 
and 20 mA) with a Mg K^ radiation (1253.6 eV) source. TGA was performed on a Perkin Elmer 
instrument model TGA7 on roughly 5mg samples heated to 800''C.   TEM images were obtained 
by employing a model JEOL 100 CXII microscope at an acceleration voltage of 80 kV in the 
bright field image mode.   Magnetization measurements (DC) were made on aqueous samples 
hermetically sealed in non-magnetic ampoules, by using a superconducting quantum interference 
device (SQUID) MPMS C-151 magnetometer from Quantum Design. 

RESULTS AND DISCUSSION 

The formation of Fe304 particles by co-precipitation of Fe^* and Fe'* by an alkah is fairly 
well known and is widely used.   XPS (Fig. 1(a)) and XRD (Fig. 1(b)) results are consistent with 
the expected composition of Fe304 particles. XPS shows a binding energy of the Fe 2p3/2 shell 
electron at slightly above 710 eV, which agrees with the oxidation state of Fe in Fe304 [16]. The 
XRD peaks can be indexed into the spinel cubic lattice type with a lattice parameter of 8.34 A. It 
cannot be ascertained from the XRD whether the further oxidized Fe203 phase exists in the 
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Figure 1. (a)XPS and (b) XRD of MP-CA show the composition and crystal structure of 
magnetite. 

sample because of similar lattice type and lattice constant [11]. The TEM image of the citric 
acid coated magnetite particles without any size selection is shown in Fig. 2(a). The sizes range 
from 5 to 13 nm with a dominant population of 6-8 nm (44%) (Fig 2.b).   A size selection can be 
carried out by adding incremental volumes of acetonitrile as non-solvent and carrying out 
sequential centrifugation. However, for the present paper we have characterized and present 
results for the moderately polydisperse sample. XRD shows broadening of the diffraction peaks, 
and the particle size calculated using the Scherrer formula is -10 nm. 

FTIR spectroscopy shows that the surface passivation of the particles occurs via the -COOH 
group. Fig. 3 shows the FTIR spectra of the neat citric acid (CA) and magnetite particles coated 
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Figure 2. (a) TEM of MP-CA before any size sorting and (b) the corresponding size distribution. 

131 



10      2500      2000 

Wavenumber [cm'^J 

Figure 3. FTIR of neat C A and MP-C A 
showing binding through a -COOH group. 

with citric acid (MP-CA). The vibration bands for 
the CA are found to be rather broad, as expected 
due to the strong intra- and intermolecular 
hydrogen bonding.   The 1715 cm"' peak 
assignable to the C=0 vibration in neat CA is 
present as a broad band. On binding of CA to the 
magnetite surface, this band shifts to 1618 cm"' in 
MP-CA. The carboxylate end of CA may complex 
with the Fe of the magnetite surface and render the 
C=0 bond partial single bond character. This 
observation is similar to the citrate complex in 
YFcOs studied by Todorovsky et al [17]. It is 
proposed that CA binds to the magnetite surface by 
chemisorption of the carboxylate i.e citrate ions. 
Earlier studies by Matijevic's group [18] have 
shown that oxalic acid and citric acid bind to the 
hematite surface through chemisorption that 
is highly pH dependent. The citric acid was 
inferred to be bound either as a bidentate or 
a tridentate ligand from their zeta potential _ 
measurement. TGA results (Fig.4) show a f 
single step weight loss on the neat CA and | 
MP-CA. The weight loss in the latter case | 
starts at a higher temperature and occurs t 
more gradually than for the neat CA. CA 
does not have a normal boiling point because 
it decomposes before boiling at atmospheric 
pressure. There is about SOX difference 
(195° and 225°C for the neat and MP-CA 
respectively) in the weight loss onset 
temperatures. This is an indicator of the 
enthalpy of adsoiption of CA molecules on 
the magnetite surface. Also, while the net weight loss in the neat sample is 100% as expected, the 
weight loss for MP-CA is 40%. We can attribute the weight loss to desorption of citric acid 
molecules from the surface of the magnetite particles. The mass of surfactant bound to the 
particle surface can be calculated as follows. If we assume a close-packed monolayer of the 
surfactant on the surface of a nanoparticle of diameter dp then the total weight of the nanoparticle 
plus the monolayer is (\/6)7rd/p + {jcd^ld){MINo), 
where dp = the diameter of the particle, p = the density of the particle, a = the head area per 
molecule of the surfactant, Af = the molecular weight of the surfactant, and ATo = Avogadro's 
number. Assuming that the TGA heating causes weight loss of only the surface bound surfactant, 
the percentage weight loss from a particle of diameter rf;, is 100 x (7rdp^/a)(M/No) I ((i/6)7zdp p + 
{Kd^la){MINo) ). For a polydisperse sample with discrete size distribution/cf^), the fractional 
weight loss is obtained by summing over the size distribution; 
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Figure 4. TGA of neat CA and CA coated Fe304. 
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weight loss = 
/a /Af ^'^-   l/(^..,) 

E x-o-r%i(%j /K„) 
Summing over the discrete nanoparticle size distribution fractions as in the size distribution plots 
of Fig 3.b, with p= 5.18 g/cm', a = 21 A^, andM= 192.12amugives the percentage weight loss 
for this particle size distribution as 18 %.   This value is about half the value of the weight loss 
observed from TGA (Fig. 5). This discrepancy can be explained as follows. In the calculation, 
the head area of 21 A^ is appropriate for close packed monodentate ligands [13]. This suggests 
that in spite of repeated washing, substantially more than a monolayer of surfactant is present, 
possibly due to potentially strong hydrogen bonding among the citric acid molecules. Surfactant 
not bound to the particle surface, but held by interdigitation with the first monolayer should show 
an extra step in the TGA curve [15]. However, because of the strong hydrogen bonding in CA, 
the molecules might still remain bound and leave en masse on desorption giving rise to a single 
step weight loss feature. 

The CA coated particles forming the ferrofluid in this study are in their superparamagnetic 
regime. At BOOK, magnetization measured up to a dc magnetic field of lOOOOG shows saturation 
of magnetization (Fig. 5), but no hysteresis loop. However, on lowering the temperature to 5K, 
the hysteresis appears, with a coercive field of -430 G. This suggests that the blocking 
temperature of the particles is above 5K. 

In this stady, we have stabilized the surface of magnetite nanoparticles by adsorption of citric 
acid. The citric acid may be adsorbed on the surface of the magnetite nanoparticles by co- 
ordinating via one or two of the carboxylate functionalities depending on the steric necessity and 
the curvature of the surface. Yet, there will be at least one carboxylic acid group exposed to the 
solvent, that should be responsible for making the surface charged. Further, the presence of a 
terminal carboxylic group provides an avenue to extended bond formation with fluorescent dyes, 
proteins, and hormone linkers so that specific targeting within biological systems can be 
facilitated. 
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ABSTRACT 

We have demonstrated single dot spectroscopy of InAs/GaAs self-assembled quantum dots 
embedded in a bias controlled Schottky diode. The photoluminescence spectra exhibit discrete 
lines depending on bias, which we attribute to the recombination of positively charged, neutral, 
and negatively charged confined excitons. With excitation directly into the dot, large circular 
polarization memory is exhibited by the two charged exciton (trion) lines. This indicates long 
spin lifetimes for both the electron and the heavy hole in the quantum dots. 

INTRODUCTION 

Semiconductor quantum dots have been viewed in recent years as attractive components for 
implementing quantum computation schemes [1]. In particular, the unpaired spin of an 
electronically charged semiconductor quantum dot is especially exciting, because of its relatively 
long spin dephasing time, and because its spin can be controlled and measured optically [2]. 
Knowledge of the discrete energy spectrum of these dots and the ability to control the individual 
charges in the dots is vital for future progress in this field. 

Several groups have succeeded in identifying charging in single dot photoluminescence (PL) 
by high power excitation [3,4] or by controlling the bias across a field effect device containing 
quantum dots [5,6,7]. In order to control the charge on a dot at lower excitation power, in the 
single exciton regime, it is more usefiil to embed the dots in a gated structure. Regelman, et. al., 
demonstrated both hole and electron charging in high power excitation of InAs dots [3]. 
Ashmore, et. al., were able to make separate devices on n and p-type substrates which formed 
negatively and positively charged excitons respectively in Ino.5Gao.5As dots under optical 
excitation [6]. Both groups demonstrated that compared to the neutral exciton the positive 
exciton is blueshifted by ~2 meV and the negative exciton is redshifted by ~5 meV. 

In addition to being able to controllably charge the dot, a requirement for quantum 
information processing is the ability to control and measure the spin of the charges in the dot [1]. 
This is accomplished with circularly polarized light which through selection rules couples to 
certain spin states. In particular, if one defines the quantization axis as that of the incident 
photon, a spin up heavy hole and spin down electron pair is photogenerated by a right circularly 
polarized photon (a^), and the opposite spins pair is photogenerated by a left circularly polarized 
photon, (G^) [8]. The reverse process, recombination, involving these same spin polarized pairs 
will in turn result in the creation of a a^ and a~ photon, respectively. In isolated quantum dots, 
recombination of single pairs can be readily identified spectrally [9]. This allows one to probe 
the spin of the recombining charge carriers by detecting the polarization of the emitted photon. 
When a single electron (hole) is present in the dot, optical excitation of one electron-hole pair 
(exciton) results in a pair of electrons (holes) in the ground state and an unpaired hole (electron) 
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in its ground state. By exciting with circularly polarized light and analyzing the degree of 
circular polarization of the emitted light, one can measure the polarization memory of the dot, 
which is related to the rate by which the photogenerated unpaired charge carriers flip their spin. 

EXPERIMENTAL 

Quantum dots are grown by molecular beam epitaxy and form by Stransky-Krastinov strain 
driven self-assembly. An indium flush technique is used to raise the emission energy from ~leV 
to -1.3 eV [10]. This involves growing -2.4 monolayers of InAs at485°C, which forms dots 
from 5 nm to 8 nm in height. Then a partial cap of 3.5 nm GaAs is deposited at the same 
temperature. Following a temperature ramp to 545°C and anneal for 120 s, the parts of the dots 
left exposed are desorbed, and growth of the GaAs cap is continued at that temperature. This 
allows for very precise control of the vertical thickness of the dot and thus their PL emission 
energy. The flush technique is described in detail in Ref 10. 

The quantum dot layer is embedded in a n+ - intrinsic-Schottky (NIS) diode in order to 
control the dot charging. We use a highly doped n-type GaAs(OOl) substrate and grow a 500 nm 
GaAs buffer layer doped with tellurium at ~5*10" cm"l On that we grow 80 nm of un-doped 
GaAs, followed by the dot layer as described above, then 230 nm undoped GaAs, 40 nm 
Alo.jGaojAs, then a final 10 nm GaAs cap. A schematic showing the structure and the 
approximate band diagram is given in Figure 1. All growth is performed at 545°C except the 
InAs and partial cap. We use electron-beam lithography to fabricate submicron apertures in an 
Al mask on the surface of the samples. A 5 nm semi-transparent titanium layer along with the Al 
mask forms the Schottky barrier for the front contact, and a AuGe layer on the backside forms an 
ohmic contact with substrate. 

Using a tunable cw Ti-Sapphire laser PL was excited and detected through the Al apertures 
The light was collected and dispersed with a 0.5 m single grating spectrometer and a charge- 
coupled device array. The excitation energies for all data presented was less than 1.37eV which 
is well below the emission of the 2D InAs wetting layer. The exciting light was circularly 
polarized and the polarization of the emitted light was analyzed with variable liquid crystal 
retarders. The excitation power for the polarization memory measurements was chosen such that 
multicxciton spectral lines were not present unless otherwise stated. 

AlojGao^As 
GaAs 

360 nm 

Figure 1 Band diagram showing the Schottky diode structure and the positions of the bands 
relative to the Fermi level. 
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RESULTS AND DISCUSSION 

By changing the bias across the diode we vary the charge in the dot. As a result, different 
spectral lines appear in the PL spectra. In particular, as can be seen in Figure 2a, we were able to 
identify recombination of an electron-hole (e-h) pair in the absence of charge (exciton, X), in the 
presence of an electron (negative trion, X ) and in the presence of a hole (positive trion, X ). At 
higher excitation power, as shown in Figure 2b, the biexcitons and their respective charged 
complexes become visible. This pattern of spectral lines has been observed for several dots. 

The observation of the positive trion in NIS structures, which is reported here for the first 
time, deserves explanation. At high reverse bias, with no external excitation, the dot is 
uncharged. For optical excitation at energies below the wetting layer emission, e-h pairs are 
photogenerated in the dot. Since the field induced tunneling rate of the electron out of the dot is 
much larger than that of the hole, the dot will become positively charged and may remain so for 

Bias (V) 

>.B -2 

Figure 2 Typical bias dependent PL intensify map of two representative InAs/GaAs quantum 
dots used in this experiment, (a) shows one under low power excitation, and (b) shows the other 
at high power excitation where many biexciton complexes are found. Excitation in both cases 
was well below the energy of the wetting layer emission. 

139 



™~l±[x+    "btfx    Itifx" 

™Jf^      JTL     _FL 
Figure 3 Diagram showing the positively charged exciton (X'), the neutral exciton (X), and the 
negatively charged exciton (X") with a^ excitation. The unpaired charge in the trions dictates the 
polarization of the emitted light. The emitted light from the X is expected to be unpolarized due 
to the anisotropic electron-hole exchange. 

a relatively long time. If a second e-h pair is photogenerated, the additional positive charge 
significantly reduces the electron tunneling rate, and thus e-h pair recombination in the presence 
of additional positive charge, becomes possible. It is unlikely that this positive trion is derived 
from a biexciton precursor which loses an electron since the X"^ is very prominent even at the 
lowest powers where the creation of a biexciton is extremely unlikely. 

Reducing the reverse bias reduces the tunneling rate of the electrons making recombination 
from a neutral exciton more favorable. Further increase in the bias injects electrons from the 
substrate into the dot and, depending on the bias, recombination of e-h pairs in the presence of 
one or more electrons may be observed. This allows for fine control over the spectra as a result 
of charging in a single quantum dot. A brief examination of Figure 2 shows that compared to the 
neutral exciton, the positive exciton is blueshifted by 1-2 meV, and the negative exciton is 
redshifted by -5-6 meV. This is in agreement with published experimental and theoretical 
results for the positive and negative trions [3,6]. 

In Figure 3 we schematically describe the arrangement of the spins of the charge carriers 
within the ground state of the exciton and trions. For excitation of spin polarized excitons in the 
presence or absence of one additional bound charge we must examine the three different 
configurations. The positive (negative) trion, in which the holes (electrons) are paired, leaves a 
single electron (hole) unpaired. In these cases, the polarization of the emitted photon is solely 
determined by the spin state of the unpaired carrier. Spin memory of the unpaired charge carrier, 
in these cases, will reflect itself in positive polarization of the emitted photon (copolarized with 
the exciting laser light). In the absence of charge, however, the situation is expected to be 
different. In this case, the anisotropic exchange interaction mixes the bright ground exciton 
states and upon recombination the emitted photon is expected to be linearly polarized [11,12]. 
This results in a complete loss of the circular polarization for the exciton. 

In Figure 4a we display the bias dependence of the polarization, P, for the positive, neutral 
and negatively charged excitons. Here the polarization is given by P = (I* -r)/(r + /"), 

where the intensities /* and I' correspond to the detected intensities of right and left circularly 
polarized light respectively. The bias dependence of the PL intensity of this particular dot is 
shown in Figure 4b. Quite noticeably, the exciton has a vanishingly small polarization at most 
biases with some large fluctuations as the PL intensity gets small. This, again, is exactly what 
we would expect for the exciton with no external applied magnetic field [12]. The trions in 
contrast both exhibit a very large polarization memory. It should be reiterated here that these 
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Bias(V) 

Figure 4 Polarization memory of each charged species is shown in (a), (b) shows the bias 
dependence of the intensity for this dot. Here we are exciting at 1305 meV which is near the first 
excited exciton state of the dot and well below the wetting layer emission. The dashed lines 
mark the approximate maximum in PL intensity for each of the three lines. 

polarizations are dependent on the lifetimes of the unpaired charges. Thus, large positive 
polarization indicates long spin lifetimes of both the unpaired electron and hole, compared with 
the recombination time, at least for excitation directly into the dot. This agrees with the current 
understanding of the electron spin flip time [13], but it is in conflict with the common description 
of the hole spin flip time from higher dimensional systems, which is believed to be very short 
[8]. 

CONCLUSIONS 

We have observed single exciton emission from InAs self-assembled quantum dots and have 
identified positive, neutral, and negative charged exciton complexes, X"^, X, X . These different 
charge states of the exciton are readily interchanged by varying the bias across an NIS diode 
structure. This charge tunability is coupled with large polarization memory for optical excitation 
of excitons directly into the dot. Positive polarizations as large as 60% for the X^ and as large as 
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40% for the X are measured using a" excitation, although with no externally applied magnetic 
field we would not expect the results to be different for o' excitation. This opens promising 
avenues to explore the physics of single particle spin using single dot spectroscopy. 
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ABSTRACT 

Quasi-zero-dimensional (OD) semiconductors have been the subject of 
considerable interest which is stemmed from their unique physical properties which in 
turn are conducive to devices such as low threshold lasers and light polarization 
insensitive detectors, in addition to exciting basic physical phenomena. A laboratory 
analogue of OD systems is semiconductor quantum dots (QDs) wherein the electronic 
states are spatially localized and the energy is fully quantized, loosely similar to an 
atomic system, making it more stable against thermal perturbations. In addition, the 
electronic density of states near the band gap is higher than in 3D and 2D systems, 
leading to a higher probability for optical transitions. Furthermore, the electron 
localization may dramatically reduce the scattering of electrons by bulk defects and 
reduce the rate of non-radiative recombination. Semiconductor based and metal based 
dots have been produced, the former via self-assembly and also by Mthographic methods 
in many II-VI, III-V, and group IV semiconductor. The aim of this paper is focused on 
Ill-Nitride based quantum dots covering their production and optical properties, as well 
as reporting on the GaN quantum dots produced by molecular beam epitaxy utilizing 
standard, ripening, metal spray followed by nitridation methods. 

INTRODUCTION 

Semiconductor nitrides such as aluminum (AIN), gallium nitride (GaN), and 
indium nitride (InN) are very promising materials for their potential use in optoelectronic 
devices and high-power/temperature electronic devices, as have been treated in length 
and reviewed recently (Strite and Morko?'; Morko? et al.^; Mohammad et al.'; 
Mohammad and Morko9''; Ambacher^; Morkog*; Pearton et al.'). These materials and 
their ternary and quaternary alloys cover an energy bandgap range of 0.7-6.1 eV, suitable 
for band-to-band light generation with colors ranging from red to ultraviolet (UV) 
wavelengths. Specially, nitrides are suitable for application such as UV detectors, UV 
and visible light emitting diodes (LEDs). GaN based LEDs and Laser diodes (LDs) 
incorporate quantum wells ( QWs). In addition to quantization, the quantum dots have 
other benefits such as localization which lead to reduced internal quantum yield 
degradation. Gerard et al.* pointed out that once the carriers are captured by QDs, they 
become strongly localized and their migration toward nonradiative recombination centers 
is made difficult. Furthermore, the increased localization gives rise to increased radiative 
recombination rates which brings one to the expected low threshold for lasers that have 
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already been experimentally observed in the InGaAs system. A flurry of interest in low- 
dimensional GaN and other Ill-nitrides is in part due to a desire to develop new 
optoelectronic devices with improved quality and wider applications. Development of the 
light emitters with QDs, for example, is expected to have a lower threshold current in 
LDs and a higher thermal stability.'* 

The size of QDs and of its distribution as well as density over the wafer are 
important parameters. The typical value of size is on the order of a few nm which 
necessitates a large assembly of QDs rather than a single one, although probes are 
continually developed to interrogate individual dots. The fluctuation in dot size produces 
an inhomogeneous broadening in quantized energy levels and may destroy the very 
fundamental properties expected from a single QD. The random rather than well-ordered 
distribution may destroy the coherence of the optical and electronic waves propagating 
through the structure. Similar to other semiconductor heterostructures, the surface or 
interface of the QDs must also be free of defects, see recent chapters for details.   • 
Otherwise, the surface/interface may become the effective scattering center for electrons. 
In metal dots, minimization of the chemical potential lead to merging of small dots with 
large ones which leads to convergence to a more or less uniform dots on the surface. 
Initial variation of the dots size obviously is caused by disorder in the system. In 
semiconductor dots, however, the surface mobility en mass is not available, and other 
methods, such as strain and periodic topological features such atomic steps on vicinal 
substrates, must be used to the extent possible to accomplish this. 

As in the case of a majority of quantum dots in more established systems 
inclusive of conventional III-Vs, Si/SiGe and metals, the Ill-nitride QDs are also 
synonymous with strain, as strain is often times used to fomi and assemble them. The 
bulk wurtzitic GaN lattice constants are 3.189 A and 5.18.'5 A in-plane and c directions, 
respectively. For AIN which provides the strain, they are 3.11 A and 4.98 A. For InN, 
these values arc 3.55 A and 5.76 A. Using the binary data, the lattice mismatch between 
GaN and AIN in basal plane is 2.5% and is much larger between GaN and InN (10%). 
Confinement due to size reduction causes a blue shift in optical transitions. However, 
wurtzitic Ill-nitrides are noncentrosymmetric and uniaxial crystals and exhibit large 
spontaneous and strain induced polarization effects which lead to red shift. In the end it is 
the combination of these two competing processes which determine the eventual 
transition energy. The piezoelectric coefficients are almost an order of magnitude larger 
than in traditional III-V compounds such as GaAs."*''^ Consequently, unless non polar 
surfaces are used, a large amount of polarization charge may appear at the 
heterointerface(s) even in the absence of strain due to the difference in the spontaneous 
polarization across the interface. The intense internal electric field induced by the 
polarization charge and piezoelectricity is very unique to Ill-nitride heterostructures and 
has a dramatic effect on the properties of QDs. A great majority of Ill-nitride QDs is 
grown by self-assembly during growth by molecular beam epitaxy (MBE) or organo 
metallic vapor deposition (OMVPE). 

Due to the lack of a suitable material, in terms of both lattice and thermal 
matching. The Ill-nitride heterostructures are commonly grown on foreign substrates. 
Sapphire (a-A^Os) is the one most extensively used. Wurtzitic GaN QDs have also been 
grown on other substrates such as 6H-SiC(0001) and Si(l 11). All of these mean that 
suitable buffer layers must first be grown before quantum dot growth can be attempted. 
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In the case of GaN dots driven by strain, either AlGaN or AIN buffer layers must be used. 
The composition of the ternary and the thickness of these layers depend on the level of 
strain desired, as thin barrier layers tend not to relax fully. In the case of InGaN dots, 
GaN under-layer becomes an option also. In addition to strain driven dots, anti- 
surfactants such as Si (the exact mechanism of which has evolved quite substantially in 
the case of GaN and is now believed to be due to SiNx formation") and lithographic 
processes have been explored. In the latter, lithography in conjunction with anisotropic 
nature of growth associated with OMVPE has been employed to further reduce the 
dimensions to what is closer to the Bohr radius. There are many other methods such as 
colloidal forms and inorganic matrices. In this paper, however, only GaN dots driven by 
strain caused by underlying AIN layers will be discussed. 

Growth of GaN self-assembled QDs on AlGaN, with the aid of a sub- to 
monolayer Si layer, which are then covered with AlGaN has been reported by Tanaka et 
al.'", and Shen et al.'' Other approaches have been reported by Widmann et al.""'" and 
Damilano et al.'" who used AIN layers which provide a larger lattice mismatch to GaN 
than AlGaN, and in turn provide the impetus for a 3-D growth. In addition, the surface 
topology of AIN is smoother which removes the surface features from being the 
nucleation sites for dots. Dots have been demonstrated on 6H-SiC  '   and sapphire 
(0001).'*" Blue-light emission has been reported from such QD structures.'" By 
changing the size of the quantum dots, one can in fact tune the color of the emission due 
to large polarization induced band bending.'" However, the wavelength would be 
dependent on the injection level, as injected carriers tend to screen the polarization 
charge. 

Assembly of dots can be attained on exact or vicinal surfaces. On exactly oriented 
surfaces, strain, topology and to some extent imperfections are the driving mechanism for 
positioning the dots. Naturally, the growth conditions and layer dimensions in the growth 
directions are tuned to maximize the desired effects. The work reported in this paper 
relies mainly on this class of dots. An additional degree of ordering provided can be had 
by incorporating vicinal substrates with regulariy spaced terraces. Obviously the substrate 
surface preparation must be optimum for exposing and retaining these terraces. In the 
case of GaN, being grown on non-native substrates with large lattice and other structural 
mismatches, it is neariy impossible to retain the terraced structure during and after the 
buffer layer growth. The terraces formed in GaN buffer layers in OMVPE and HVPE 
layers typically are distorted and terminate at structural defects. Nevertheless, 
representing the best, these are the sorts of surface that can be used to produce quantum 
dots relying on strain induced phenomena. 

The typical growth modes in any epitaxial deposition are Frank-van der Merwe 
(FV) which results in 2D growth, desired for epitaxial growth with lateral uniformity. 
The other mode is Volmer-Weber (VW) mode which results in 3D growth from the get 
go and typically occurs in metals. The third mode is the Stranski-Krastanov (SK) mode 
for which strain is the driving force. After an initial 2D growth which is called the 
wetting layer, the built in strain drives the system to a 3D growth for strain minimization. 
Obviously, the wetting layer must be grown on a buffer whose lattice constant is smaller 
than that of the dot material. Schematic representation of the aforementioned processes as 
shown in Figure 1. 

145 



(^)    r Frank-van der Merwe (FV) 

(b) 

Figure 1. Various growth modes 
occurring in general on exactly 
oriented templates, (a) Frank- van 
der Merwe (FV) mode, layer-by- 
layer 2D growth mode, 
(b)Volmer-Weber mode 
applicable mostly to metals and 
leads to 3D growth, (c) Stranski- 
Krastanov mode which is driven 
by strain and is typical of 
semiconductors 

('=)       Stranski-Krastanov (SK) 

On vicinal substrates which often consists of a staircase of equally spaced steps in 
the tilting direction, one may expect the approximate 2-D analogs of all the 3-D 
equilibrium growth modes, e.g. Frank-van der Merwe (FV), Stranski-Krastanov (SK), 
and Volmer-Weber (VW), to be as shown in Figure. 2. Which mode would be in effect is 
determined by the balance between the inter-step energy (laterally between the film and 
the substrate steps, equivalent to interfacial energy in 3D) and energies of film steps and 
substrate steps (equivalent to surface energies in 3D). 

(a) 

,/ 
/^ ^, 

(b) 
Volmer-Web^r (VW) 

(c) Str^nski -Krastjinov (SK)     ~ — 

Figure 2. 2D analogs of 3D 
equilibrium growth mode, 
which occurs during step flow 
growth on vicinal substrates, (a) 
FV mode, row-by-row growth 
which is termed step flow 
growth. In the case of GaAs, 
there will be not RHEED 
oscillations observed in this 
mode. Continuous stripes 
formed under "ideal" step flow. 
(b) VM mode, island growth, 
(c) SK mode, row-by-row 
followed by island growth. The 
island being square in footprint 
is just an assumption for 
simplicity. Patterned after 
reference 19. 
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For homooepitaxy on a vicinal substrate [Figure 2(a)], one would expect "ideal step flow 
growth. In the case of heteroepitaxy, there is misfit strain, and depending on the extent of 
the strain, different modes occur. For example, with wetting layer (stripe in this case). 
Figure 2(c) the SK growth mode occurs, and without the wetting stripe the VW mode 
occurs. Figure 2(b). The wetting stripe corresponds to the wetting layer in the 3D case. 

There have been several approaches towards the growth and synthesis of GaN QD 
structures. One of the common approaches utilizes GaN nanoparticles embedded in 
inorganic matrices.^" GaN nanociystals (< 2-3 nm) were synthesized by sequential 
implantation of Ga and N ions into either crystalline (quartz, sapphire) or amorphous 
(silica) dielectrics.^' Recently GaN dots were grown on AlGaN using using Si atoms as 
an antisurfactant.^^ GaN QDs have also been grown on AIN taking advantage of the self- 
organization of QDs during growth employing Stranski-Krastanov (SK) growth mode^^ 
or by use of stressor islands.   The SK method has proven successful in achieving 
nanostructures with excellent optical properties. To reiterate, the present work reports on 
the growth and optical characteristics of self-organized GaN QD's on AIN layers. The 
employed methods were the Stranski-Krastanov (SK) growth mode and Ga spray mode 
followed by the nitridation of GaN dots either by an atmosphere of ammonia or by an RF 
nitrogen plasma source. One of the purposes of this work is to study the optical 
properties of the quantum dots or quantum boxes, particularly in terms of recombination 
dynamics of excitons. However, due to space limitation, the recombination dynamics will 
not be covered here. In GaN and Al(Ga)N QDs or QWs both piezoelectric and 
spontaneous polarization effects contribute to the electric field in the confined structure 
and in the surrounding barriers. The period or the barrier width in QDs or QWs therefore 
significantly alters the structural^^ and optical properties.^* The stacking of multiple 
layers is also expected to influence the optical properties due the .strain-induced 
alignment of dots in one level with respect to the adjacent level. 

The holy grail of quantum dots is the nature of the confined states and the resultant 
density of states. If we consider a semiconductor whose constant energy surface for 
conduction band in k-space is a sphere, such as the case in GaN, the volume of that 
sphere in k-space is proportional to k' in terms of momentum and E^'^ in terms of energy 
as shown in Figure 3a. The density of states associated with this system is proportional 
to E"^ again as shown in Figure 3a. The area in k-space in an ideal system confined in 
one direction only (representing quantum wells), which is often the z or the growth 
direction, is proportional to k^ or E, as shown in Figure 3b. The density of states in this 

case is given by '"V , and forms a staircase as shown in Figure 3b. If we continue and 
/ nPi 

place a confinement in the x-direction in addition to the z-direction, which represents 
quantum wires, the line length in k-space is proportional to k in terms of momentum and 
E"^ in terms of energy as shown in Figure 3c. The corresponding density of states takes 
the dependence of E""^, again as shown in Figure 3c. If confinement is imposed in all 
three directions, which represent the pseudo atomic or quantum dot state, the energy is 
discretized in all directions and the resultant density of states takes on a delta-like 
function in energy, as shown in Figure 3d. 

The optical properties of Ill-nitride QD-systems are influenced by the confinement 
effect and by the compressive strain, both producing a blue shift of the QDs emission 
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compared with that of the GaN bulk, and by the internal electric fields (induced by 
spontaneous and piezoelectric polarization), producing a significant red shift in the 
wavelength of emission."•^'* 
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Figure 3. Constant energy surfaces (a line and a point in 1 and OD systems, 
respectively) and density of states for 3D in (a), 2D in (b), ID in (c), and OD in (e) 
svsfp.ms. 
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The quantum confinement effect shifts the band gap to a higher energy. This shift, 
called the confinement energy, depends on the size and shape as well as the material 
properties of both QDs and surrounding matrix. Here, we estimate the confinement 
energies for two simplified cases: a plate or disk, and a sphere. Assuming an infinite 
barrier, the confinement energy of the ground state for an electron in a rectangular box is 
given by 

8   mdt md 

Equation 1 

where rf, (j=x, y, and z) are the dimensions of the box and rrij are the electron mass in j 
directions. For a plate- or disk-like dot, in which the in-plane sizes d:, and dy are much 
larger than the height d^= d, the confinement energy is simplified to h^/(8m,cf). The shift 
in the band gap is calculated using l/m,=\/mc,z+l/mi,,„ where me,z and m/,^ are 
respectively the effective masses of the electrons and holes in Ill-Nitride along the z- 
direction. For a cubic box of size d, the confinement energy is given by the same 
expression, h^liSm^cf), but with \lm, replaced by (llm^,,+2lm,,j+\lme,Mlmh.^, where me,t 
and mh,t are the transverse effective masses of the electrons and holes. In Figure 4, the 
confinement energies as a function of d for a plate and a sphere have been plotted.    In 
both cases, the effective masses of 0.22mo for electrons and 1 .Imo for holes were 
assumed. For small dots of a few nm in size, the confinement energy is very sensitive to 
the dot size in that when the size decreases from lOnm to 2nm, the confinement energy 
changes from 20meV to more than leV depending on the shape of the dots. 

Figure 4. Shift in the 
band-gap energy from 
bulk GaN for a 2D 
GaN plate of thickness 
d (solid line) and a 
GaN sphere with a 
diameter d (dotted 
line) as a function of d. 
The shift in the band- 
gap energy in a cubic 
box of size d is 
between these two 
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The curves shown in Figure 4 represent good lower and upper bounds for the 
effective confinement energy in GaN QDs, both free and embedded in an AIN matrix, if 
the size is not too small. For electrons, the barrier height in GaN/AlN interface (0.75AEg 
or 2.1 eV)'" is high and the mas.s anisotropy is small. For holes, the barrier is lower 
(0.7eV) and the mass anisotropy is larger, and the effect on confinement energy is much 
reduced due to the large mass. For a specific GaN QD, the actual energy shift from the 
bulk value is expected to be within those two bounds mentioned earlier. In the case of 
self-assembled QDs, the plate-like results may be more suitable since the aspect ratio is 
very large. In other cases such as GaN nanocrystallines, sphere-like shape may be more 
appropriate. 

The effect of strain in the heterostructures surrounding the dots must be taken into 
account, as it is the driving force for dot formation. For GaN QDs grown on Al^Gai-jN 
and InxGai.xN QDs on GaN, the strain is commonly compressive which induces a blue 
shift in the band gap. This shift is proportional to the strain through the relevant 
deformation potentials. In the case of vanishing shear strain, the bandgap shift can be 
conveniently expressed as AEg = (2a+Pv)Sxx or (2a/v+p)e,;<,''''^ where v is the Poisson 
ratio and can be estimated as -2C13/C33, C13 and C33 are the elastic constants, EXX and EZZ 

are the xx and zz components of the strain tensor, and a and p are the constants related to 
the in plane and out of plane deformation potentials of both conduction and valence 
bands. The reported value of (2a+Pv) is from -6 to -12 gV,"''^'"''" depending on 
measurements and the choice of v (from -O..') 1 to -0.60 which represents an overestimate 
of the Poisson ratio)." Assuming (2a+pv) = -10 eV, we obtain AEg = -lOsxx eV. It is 
0.25eV in the case of fully strained GaN on AIN. For a fully strained GaN on AlxGai-xN, 
assuming a linear dependency of AlxGai-xN lattice constant on x, the energy shift AEg = 
0.2.*5x eV. 

As compared to the strain induced by lattice mismatch, the strain induced by thermal 
mismatch is negligible. For a rough estimation, we use a temperature difference of 1000 
K between the growth and the measurements. Using the thermal expansion coefficient 
Aa/a of 5.6x lO"*" K"' for GaN and 7.5x10"' K"' for sapphire,' a compressive strain of about 
0.002 is obtained, assuming that there is no relaxation during cool down. This strain will 
produce only 20 meV blue .shift in the band-gap. The extent of strain can be obtained 
from the shift of the Raman modes from their unstressed frequency position, as has been 
done for four different GaN/AlN QDs samples.'"' The lower than expected value of the 
residual strain of the QDs may be due to efficient relaxation by the large number of 
stacked layers. This has bearing on the piezoelectric polarization contribution which 
depends on the strain level of the QDs structures and barrier layers, and hence on the 
QDs size." 

Both spontaneous polarization and strain-induced polarization (piezoelectric effect) 
produce large electric fields which have a significant effect on the optical properties of 
QDs. From the symmetry arguments, it can be concluded that the wurtzitic (hexagonal) 
crystal has the highest symmetry showing spontaneous polarization.^'* Bernardini et al.'" 
who updated their calculations later,''" have calculated the spontaneous polarization P^^^,„ 

and the piezoelectric constants esi and 633 for Ill-Nitrides. By defining the spontaneous 
polarization as the difference of electronic polarization between the wurtzitic and 
zincblcnd structures, they obtained P^,,,,, from first-principle calculations. As compared to 

GaAs, the piezoelectric constants of Ill-nitrides arc about an order of magnitude larger. 
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The electric field associated with the polarization can be equivalently described by the 
bulk and interface polarization charges, Pp(r) ='^-P(r) and CT^ =(^2 - A )'"21 • Here 

n^i is the directional vector of the interface pointing from medium 1 to 2 and (Pj - /^) is 

the differential polarization vector across the interface. Let us consider a thick GaN layer 
grown on the AIN (0001) surface, the interface charge due to the difference in 
spontaneous polarization in two crystals is -0.056 C/m^ corresponding to a carrier density 
of 3.5xlO''cm'^. The electric field Ep created by this polarization charge is CTp/(2srSo), 
here ErEo is the static dielectric constant. This leads to -2.8x10"^ V/cm in GaN and S-SxlO*" 
V/cm in AIN for the field, with the sign reference to the growth direction. The difference 
between the fields in the two semiconductors is due to difference in the dielectric 
constant, AIN one being lower. For a thin GaN plate straddled by AIN, as schematically 
shown in Figure 5, the polarization charges at both the bottom and top interfaces must be 
considered and the result is doubled (-5.6xl0V/cm). 

AIN P„ 

[0001] 
i 

<^p.t       + + + + + + + + + + + + + + + + + + + + 

crp.b 

GaN     Ps, 

AIN Pst 

Figure 5. A schematic diagram of a GaN 
plate (fully strained) grown straddled by 
two thick (0001) AIN layers (relaxed), 
showing the polarization effect. Here 
Pspon is the spontaneous polarization that 
is- 0.034 CW in GaN and - 0.090 CW 
in AIN. Ppi„,o is the polarization induced 
by strain (2.5% in in-plane direction in 
GaN), which is 0.027 C/m^only 
appearing in GaN layer. Op.b and ap,, are 
the polarization charges at the bottom 
and top interfaces, which are -0.083 C/m'^ 
and 0.083C/m^ respectively. E is the 
electric field, in opposite direction to P, 
which is about -9.0x10*^ V/cm. Note the 
directions of P and E with respect to the 
[0001 ] direction and the signs of the 
interface charges. 

The strain induced polarization, on top of spontaneous polarization, can be calculated 
from the elastic and piezoelectric constants listed in reference 39, using Pz=2e3iexx+ 
e33Ezz=2(e3i-e33Ci3/C33)8xx. For a fully strained GaN plate on bulk AIN, Pz is calculated to 
be 0.027 C/m^. It should be reminded that the effect of spontaneous and strain induced 
polarization in Ga polarity GaN/AlN heterostructures is additive. As a result, the total 
electric field induced by spontaneous polarization and piezoelectricity is raised to -4.6 
xlO*^ V/cm if only a single interface is considered. This field is doubled (about - 
9xl0*V/cm) in a thin GaN plate straddled by two AIN layers. This huge field will drive 
free electrons in the GaN toward the top interface and holes towards the bottom interface. 
As a result of the quantum confined stark effect (QCSE),'""'*^ the electron-hole transition 
energy is greatly reduced despite the confinement effects unless the dots are very small. 
There is a limit as to the slope of the band caused by this field in that if the total band 
bending approaches the bandgap, free carrier screening would occur which is 
compensatory in nature. 
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The field-induced shift in the transition energy in quantum wells has been first 
observed by Mendez et al."' in the GaAs/AlGAAs system, and investigated extensively 
by Miller et al."*^ The shift is more significant for a wider well than a narrower one, 
particularly under the linear approximation which holds in narrow quantum wells. In 
much wider wells, a quadratic approach which reduces the red shift is used. In addition, 
as mentioned above if the Fermi levels come close to the conduction band on one side 
and the valence band on the other, the resultant free carriers would screen the induced 
field, reducing the shift. A similar result is expected for plate-like QDs. For a rough 
estimate, the shift is approximately Epd in the limit of large size, assuming the linear 
regime. This gives a value of 2 eV for a plate of 4nm thick under a field of 5x10* V/cm. 
In the following, experiments dealing with GaN quantum dots fabricated in our 
laboratories. The approach is based on the SK mode of growth on AIN interlayers. 

GROWTH AND STRUCTURES 

GaN dots and associated templates discussed here were primarily grown on 
sapphire substrates by molecular beam epitaxy, equipped with both plasma activated N 
and ammonia. A typical structure is shown in Figure 6. Nitridation of substrates was 
achieved by exposing the sapphire to nitrogen plasma. The buffer layer consists of 
alternating layers of AIN and GaN grown on a thin layer of initiation AIN buffer. This 
buffer layer normally leads to an epilayer with Ga-polarity with a smoother and more 
impervious surface than that with the N-face. Quantum-dots were formed by growing a 
Gaj< layer just below a critical thickness, which allows it to maintain its coherence with 
the AIN lattice.'*' Just before the GaN relaxes, strain relaxation results in the formation of 
GaN QDs. The layer of GaN dots was often capped with a thin AIN layer. The procedure 
could be repeated 20-30 times in order to obtain multiple layers of GaN dots (MQDs). No 
attempt was made for vertical coupling of the dots in the mechanical sense (strain) for 
vertical alignment (stacking). The thickness of the GaN QD layer was varied to study the 
size dependency of the QDs growth and the resulting quantum confinement effects. It 
was shown by Widmann et al.'*'' that the QD size varies .significantly depending whether 
the QDs are allowed to evolve (ripening effect) under vacuum (before covering with 
AIN), or not, as a result of a ripening mechanism. This variation in size can lead to a 
large variation in the piezoelectric effect in the self-assembled GaN layers. Our 
experiments indicate that ripening leads to reduced footprint and increased height for a 
larger aspect ratio, as the dots are not spherical. In our work the modification of the 
optical properties due to the variation in the size of the 20 period quantum dots (MQDs) 
was achieved by ripening under RF nitrogen pla.sma source in addition to the length of 
time employed for growing the dots (sample 745, 747 and 748). These QD structures are 
represented as NP-MQDs in this paper. The single (sample number 650 denoted as AA- 
SQD) and one multiple period quantum dot structure (sample number 983 denoted as 
AA-MQD) studied in this paper were grown by spraying Ga on the AIN layer followed 
by conversion of the sprayed Ga to GaN by nitridation in an atmo.sphere of ammonia. The 
dot size and density depend on the growth conditions, deposition time as well as post 
growth treatment. The list of the samples characterized for this study is presented in 
Table 1. The growth rate for GaN layer is ~ 0.5 nm/hr and for AIN is 0.05 |im/hr. 
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Table 1. Process details of quantum dots investigated. 

Sample Period Nitridation 
technique 

Growth time 

GaN              AIN 
NP-MQD 733 20 Nitrogen 

Plasma 
8" 120" 

NP-MQD 734 20 Nitrogen 
Plasma 

8" 120" 

NP-MQD 745 20 8" 150" 
NP-MQD 747 20 6" 150" 
NP-MQD 748 20 4" 150" 
NP-MQD 772 20 6" 180" 
NP-MQD 785 20 4" 60" 
AA-SQD 650 1 Ammonia 15" 75" 
AA-MQD 983 20 Ammonia 15" 75" 

GaN- 0.4-1.5nm 

AIN - 6 nm 

GaN -190 nm 

AIN - 6 nm 

GaN -280 nm 

AIN -15 nm 

Figure 6a. Schematic of single 
quantum dot structure (multiple 
ones can be added on top by 
replicating the top two layers). 

Vi» 

•••-:'* 

Figure 6b. AFM image of multiple 
period QD structure. The scale in z- 
direction is 12 nm. 

The general surface morphology of the dots was investigated by atomic force 
microscopy. Figure 6b shows the typical AFM image of a 20 period NP-MQD (sample 
747) grown at 1125 "C. The dot density is observed to be typically 3x10'" cm'^ while 
the average size (height/diameter) is 5/50 nm. 
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In case of the single QD layer (650), the dot density is somewhat lower (Figure 
6c) and in some cases, depending on the particulars of the growth, the size of the dots is 
larger by nearly four folds (24/174 nm). This is due to the length of time associated with 
the nitridation of Ga droplets. These structures are more similar to quantum boxes or 
clusters discussed by Talierco et al.^^ As discussed in the following section these 
structures have a large piezoelectric field as a signature of the induced strain. The gross 
morphological feature seen as associated with the surface morphology of the GaN/AlN 
stacked buffer layer grown by MBE. The buffer layers prepared by OMVPE and HVPE 
are free of such features and therefore are more conducive to being better templates for 
dot growth which is the approach that will soon be taken. 

Figure 6c. AFM 
image of a single 
QD structure (500 
nm X 500 nm, z=7 
nm) 

RAMAN SCATTERING IN GAN/ALN QUANTUM DOT STRUCTURES 

Raman spectra were recorded at room temperature in the backscattering 
configuration with light propagating along the growth direction and unpolarized 
detection, i.e., inZ(X,.)Z configuration. The experiments were performed using a Dilor 
micro-Raman spectrometer with the Ar*-laser line at 2.57 eV as excitation source using a 
lOOx objective to focus and collect the laser light. Figure 7 shows Raman spectra of three 
different quantum dot samples, grown using different growth techniques but over a 
similar buffer layer shown in Figure 6a. SVT 650 is a single layer quantum dot structure 
(AA-SQD), SVT 733 is an NP-MQD samples (with GaN (0.85 nm)/AlN(1.0 nm) layer 
thickness, without a cap layer, and (SVT-785) is a NP-MQD sample with a thin GaN cap 
layer (4 nm) over the 20 period quantum dot layers. The spectra are dominated by the E2 
(high) and Ai(LO) Raman modes of the GaN layer underneath the GaN/AlN quantum dot 
layer stmcture. For all three samples, the GaN E2 (high) Raman mode is shifted 
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significantly with respect to unstressed GaN with its E2 (high) frequency of 567 cm"' 
(determined using a thick GaN reference layer). The underlying thick buffer GaN layers 
in these structures are therefore under increased compressive stress. For most of the NP- 
MQD samples, including SVT-785 shown in Figure 7, the E2(high) Raman mode is 
observed at 573 cm"' corresponding to a compressive stress of-2.1 GPa (strain: -0.4%). 
This Raman shift and the strain are identical for the AA-SQD sample (SVT-650). For 
SVT-733 we find an E2 (high) frequency of 575 cm"', which corresponds to a 
compressive stress of-2.8 GPa (strain: 0.6%). ' 

GaN QDs imbedded into AIN (>.=482.5nm, 40mW) 

-L_ _X- 

Figure?. Raman 
spectra of GaN QDs 
imbedded into AIN, 
obtained under 2.57 
eV excitation. The 
main point to be 
drawn is that the 
AIN layers are 
strained as well 
because of their 
small thickness. 

600 700 800 

Raman Shift [cm'] 

As shown in the inset (Figure 7-b), there is a Raman peak at 612 cm"', which can 
be attributed to the E2 (high) phonons of the AIN spacer layers in these structures. The 
AIN layers in the grown structures are therefore under high tensile stress as unstressed 
AIN**^ has an E2 (high) phonon frequency of 657 cm"'. This is in agreement with the 
presence of a high compressive stress in the GaN buffer layer in the samples. This stress 
in the AIN layers is significantly higher than the one commonly found in AIN (5 
nm)/GaN (6 nm) superlattices grown on thick AIN layers [E2 (high) frequency of 622 cm" 
' or in a GaN QDs matrix grown on a thick AIN layer [E2 (high) frequency of of 653 cm" 
', see references'",'"' 

These results suggest that lattice mismatch between the GaN and the AIN spacers 
where the GaN is deposited is reduced due to the high tensile stress in the AIN layers. As 
a result, GaN quantum dots form despite the reduced difference in in-plane lattice 
parameters between the strained AIN spacers and the GaN. The formation of such 
quantum dots with reduced lattice mismatch between the GaN and AIN is therefore 
expected to show reduced piezoelectric polarization fields. This is in contrast to the QD 
structures investigated by Daudin el al.' ''*'' which were grown on thick AIN spacer layers, 
and consequently exhibits giant built-in fields. 
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PHOTOLUMINESCENCE SPECTROSCOPY 

The time-integrated photoluminescence experiments were performed with a 
frequency tripled Ti:Sapphire laser delivering pulses of 10 ps duration at 267 nm (photon 
energy 4.655 eV). The luminescence was analyzed with a 0.5 m grating spectrometer and 
a photon counter. The temperature was varied from 10 K - 300 K using a closed cycle 
cryostat. Figure 8 shows the photoluminescence spectra from NP-MQDs with various 
GaN and AIN barrier layer thickness. The PL peaks from the QD layers are shifted to a 
higher energy as compared to the underiying bulk GaN for the wurtzite phase (bandgap 
energy Eg = 3.45 eV). The blue shift is likely related to the exciton confinement effect. 
By assuming a spherical quantum dot with infinite potential barrier in the strong 
confinement regime (i.e. negligible Coulomb attraction), the energy shift AE is given by 
the contribution of three terms: the excitonic kinetic energy, the Coulomb interaction, and 
the correlation effect."' It is reasonable to assign the high energy PL spectrum (fig. 8) to 
the superposition of blue-shifted near-band-gap excitonic emissions arising from clusters 
of dots with size smaller than the excitonic Bohr radius for GaN (ae ~ 3 nm), at least in 
the growth direction. There is also a distinct blue shift observed in the peak PL position 
with the reduction in the GaN growth time for a constant AIN growth time corresponding 
to a AIN layer thickness of 1.1 nm. Smaller quantum dots result and the blue shift results 
from the corresponding increase in the confinement potential. If the thinner AIN layer 
thickness is reduced (0.9 nm) with a fixed GaN layer thickness ~ 0.85 nm (sample SVT 
734), the PL peak is blue shifted due to reduction of the strain in the barrier layers 
induced by the spontaneous polarization field.^" The PL intensity decreases with 
decreasing GaN dimensions not only due to the reduced fraction of incident photons 
absorbed by the thinner layers,'' but also due to the increase in the nonradiative 
recombination rate, the origin of which has not yet been investigated, but may be related 
to the dot density. In the NP-MQD structures, a higher dot density due to smaller dot size 
may result in additional relaxation channels due to lateral coupling of adjacent dots 
resulting in an overiap of wavefunctions that are not confined within the quasi-zero 
dimensional states. 

The absorption edge of these NP-MQD .structures is depicted in Figure 9. 
Photoluminescence emission spectra (PLE) were measured using a 1 kW Xe-lamp as the 
excitation source with the detection wavelength set around the peak PL wavelength 
(Figure 8) of the respective samples. A comparison of figures 8 and 9 shows a large 
Stokes shift exceeding 250 mcV. The PLE spectrum measured at room temperature for 
sample 745 and 747 indicates absorption resonance at 3.97 eV and 4.03 eV respectively, 
likely corresponding to higher excitonic transitions^' in the GaN dots. The dot size 
distribution throughout the layer is responsible for inhomogeneous broadening of this 
part of the emission band. However, exciting discrete levels does not seem to result in 
selective excitation of a family of QDs. Instead we obtain a broad luminescence spectra 
corresponding to the quasi-totality of the QD size distribution. This strongly suggests, 
that the higher energy (smaller) dots are coupled in NP-MQDs. This allows hot carriers to 
diffuse laterally before they relax and thus populate most of the QDs. 
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Figure 8. PL spectra 
ofNP-MQDswith 
varying GaN and 
AIN layer thickness. 

Figure 9. PLE 
spectra of NR- 
MQDs samples. 

4.0 4.2 

Energy (eVj 

Finally, we should mention that the thickness of the AIN barrier layers is such that while 
providing the necessary strain for S-K growth, it is not relaxed which leads to GaN dots to 
vertically stack as dots prefer to situate where the strain between GaN and AIN below is 
minimum. We believe that vertical stacking is evident in our NP type multiple quantum dots 
which resulted in the reduction of the non-radiative recombination channels due to vertical 
stacking. Additional supporting argument is the observation of a relatively small change in the 
PL intensity with temperature (the PL intensity drops a mere 3 times from 10 K to 300 K) 
without any change in the PL linewidth. 
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CONCLUSIONS 

We have investigated tiic optical properties of self-organized quantum dots grown 
using relatively thin AIN spacer layers which results in a reduced piezoelectric effect 
relative to highly strained QD system with thicker AIN layers. The highly blue shifted PL 
along with the Raman measurements shows the reduced strain in the system of QDs 
grown with thinner AIN layer. The QDs grown using ammonia (larger dots) appear to 
have a larger built-in polarization field and are red-shifted compared to the QDs grown 
using nitrogen plasma. The dots are smaller in rf-plasma grown MQD samples resulting 
in a stronger confinement potential of the exciton and leads to a significant blue shift in 
the PL emission edge. The extent of blue shift depends on the growth time, thus size, of 
the GaN layers. The PL efficiency is considerably enhanced for multiple period QD 
structures, and an intense PL is observed at room temperature for the NR-MQD samples. 
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ABSTRACT 

Multi-fold stacks of Ino.6Gao.4As quantum dots embedded into a GaAs matrix were 
investigated by means of x-ray diffuse scattering. The measurements were done with synchrotron 
radiation using different diffraction geometries. Data evaluation was based on comparison with 
simulated distributions of x-ray diffuse scattering. For the samples under consideration ((001) 
surface) there is no difference in dot extension along [110] and [-110] and no directional 
ordering. The measurements easily allow the determination of the average indium amount in the 
wetting layers. Data evaluation by simulation of x-ray diffuse scattering gives an increase of In- 
content from the dot bottom to the dot top. 

INTRODUCTION 

Based on a wealth of research on semiconductor quantum dot system (see [1] for a review) 
there are ongoing efforts to further improve the quality of InGaAs/GaAs quantum dot systems. 
This system is of special interest not least because of its potential for the application for lasers 
emitting at 1.3 |im and above. Therefore, appropriate techniques are required for the 
characterization of the structural properties of such systems. Transmission electron microscopy 
(TEM) in cross section or plane view is used in a substantial part of the papers on the subject 
(see [2] for a review). A comparatively new approach is the investigation by means of cross- 
sectional tunneling microscopy (XSTM). In case of InGaAs/GaAs several different indium 
distributions within the dots were revealed as reversed trapezoidal [3] or reversed pyramidal [4] 
indium rich cores - both of them without any wetting layer underneath - or a reversed pyramidal 
indium core on a comparatively thick wetting layer [5]. 

X-ray diffuse scattering investigations are complementary to those 'direct space' techniques 
as they are non-destructive and characterize a comparatively large sample area, thus providing a 
rather good statistical measure of sample quality. Not least, there is the advantage of the very 
high strain sensitivity of x-ray scattering. This was already used in order to investigate 
InGaAs/GaAs dot stractures in the case of free standing dots [6,7] and of dots in a layer 
stack[8,9]. This paper is intended to demonstrate the capabilities of x-ray diffuse scattering in 
conjunction with an appropriate evaluation approach. 
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EXPERIMENTAL DETAILS 

The sample presented here was grown on a (001) GaAs substrate by means of metalorganic 
chemical vapor deposition and consists of five layers of Ino.6Gao.4As separated by 20 nm GaAs 
spacer layers, capped by a further 20 nm thick topmost layer. As the transmission electron 
micrograph in figure 1 shows, dots form in the InGaAs layers and there are thin remaining 
wetting layers. There is a rather good vertical correlation of dots, but there is no indication of 
lateral ordering as obvious by TEM in plane view (not shown here). 

We have used TEM and x-ray diffuse scattering in the complementary way indicated. 
However, in the present paper we will mainly focus on x-ray diffraction. Because of the small 
amount of material in the dots synchrotron radiation (beamline BW2 at HASYLAB/DESY) was 
used. It has proven advantageous to investigate the samples in different scattering geometries as 
high resolution x-ray diffraction (HRXRD) at large glancing angles, grazing incidence 
diffraction (GID) and grazing incidence small angle scattering (not considered in this paper). 
HRXRD is especially sensitive to out-of-plane strain components and probes the layer stack, 
whereas GID is sensitive to in-plane strain components only and can be tuned to penetration 
depths from less than 30 A to about 1 |im. 

Our evaluation of x-ray diffuse scattering is based on simulation using a three step approach: 
first a structural model is constmcted taking into account some prior information e.g. from 
crystal growth, secondly the strain within the model is calculated in the framework of linear 
elasticity theory using the finite element method (FEM) and thirdly, the diffuse scattering is 
simulated using either a kinematical approximation in the case of HRXRD or the distorted-wave 
Born approximation (DWBA) in the case of GID. By trial and error and taking into account as 
much external information as possible the model is adapted until satisfactory agreement with 
measurements is achieved. As we will show, x-ray diffuse scattering is quite sensitive to 
comparatively small changes of the model. 

For more details of experimental set-up and data evaluation see [10]. 

DISCUSSION 

Fig. 2 presents the diffuse scattering measured in the vicinity of the (224)-reciprocal lattice 
point in comparison with three simulations, qooi and quo are the components of the diffraction 
vector in [001]- and [110]-dircctions, respectively. The simulations show exclusively the diffuse 
scattering, i.e. only the perturbation with respect to a laterally homogeneous layer system is 

Figure 1. Transmission electron micrograph (dark field, (020)-reflection) of the InGaAs dot 
layer stack 
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taken into account. These simulations are a small selection of a large variety calculated for 
different models. The corresponding models are shown schematically in figure 3. The (224)- 
reflection proved useful in that it is sensitive to vertical and lateral normal components of the 
strain tensor. 

A first point worth noticing is that the qoorposition of the O* order satellite reflection 
depends on the amount of indium in the wetting layer only - at least for the comparatively large 
in-plane distances of dots in the investigated sample. More precisely: in a rather good 
approximation the qooi-position of the 0* order satellite is given by the average indium 
concentration in the entire periodic layer stack outside the vicinity of the dot stack. We have 
checked this with models containing dots of different sizes within the size range indicated by 
TEM. This is interesting since it allows for an independent determination of information on the 
wetting layers. The reason is that the dot strain field is confined to a rather close vicinity of the 
dot whereas within the main area of a layer the strain field is solely due to the wetting layer. This 
is demonstrated in figure 4 by a FEM calculation of E33, the normal component in [001]-direction 
of the tensor of total strain (i.e. strain as compared to the substrate lattice). This means that 
already scans along the truncation rod (parallel to the surface normal) give reUable values 
regarding the indium content of the wetting layer. Besides: our measurements give a stacking 
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Figure 2. Comparison of measured (a) x-ray diffuse scattering in the (224)- reflecrion with three 
different simulations: (b) lens shaped, (c) inverted cone, (d) lens shaped, (b) and (c) were 
calculated with an indium content increasing from dot bottom to top, (d) with a homogeneous 
content. For further details of the models see schemes in figure 3. 'S' marks the substrate 
reflection (peak intensity marked by black spot), numbers '-2' to '3' indicate the orders of satellite 
reflections. 'A' is an artifact due to crosstalk from the very high substrate peak intensity. 

165 



period of 18.5 nm, i.e. less than the nominal spacer layer thickness. 
However, only diffuse scattering provides information on indium content and strain field of 

the dots. There is also 'chemical' information due to difference in the structure factor on InAs and 
GaAs, which becomes accessible by anomalous scattering close to ab.sorption edges. As a rule 
for small dots the 'chemical' contribution as well as strain has to be taken into account. In the 
given case of figure 2 the influence of strain is dominating. 

Actually, the simulations for the (224)-rcflection proved rather insensitive to the specific 
shape of dots for the system under investigation. This can be inspected by comparing the 
simulations (b) for lens shaped dots and (c) for inverted cone geometry (such indium rich 

Figure 3. Scheme of the stmctural models used for simulations in figure 2: (a) lens shaped, (b) 
inverted cone. The dimensions are given in multiples of the lattice parameter a. The schemes 
show only the area in the vicinity of the dots - the total width used in the simulation is 240a. 
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Figure 4. FEM calculation of £33, the normal component in [001]-direction of the tensor of total 
strain for a five-fold stack of dot layers. The dot model based on the scheme in figure 3a was 
used. As explained in the text the entire model width is 240a = 135.7 nm. 
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inverted cones were detected e.g. by [5]). However, there is a considerable difference between 
simulations (b) and (d), both calculated for lens shaped dots. This difference is due to the 
different indium distributions inside the dots (see figure 3 and corresponding explanations in the 
text). As a comparison of simulations shows, the typical shape of the intensity distributions 
around satellite reflections can only be achieved by means of an indium distribution increasing 
from bottom to top within each single dot. Such segregation effects were akeady observed by 
means of x-ray diffuse scattering [6] and by TEM [11] at free standing InGaAs dots. 

Figure 3 shows in detail the most significant section of the model in the vicinity of the dots. 
The actual models used for FEM and scattering calculation of this paper have dimensions of 
240a in [110]-direction, 160a in [l-10]-direction and 230a in [001]-direction. In view of 
subsequent scattering calculations (these are based on a quasi atomistic approach - see [10,12]) 
all model dimensions are chosen as multiples of the lattice parameter a. The following 
correspondences hold: simulation fig.2b is based on model fig.3a, simulation fig.2c on model 
fig.3b and simulation fig.2d on model fig.3a, but with an indium concentration of 60% in the 
transition layer (instead of 45%) as in the dot top. 

We have checked different thicknesses and indium concentrations of the transition layer. 
There is no essential change in the diffuse scattering if the transition layer is slightly thicker than 
shown here. However, without this transition layer with an indium content close to the mean 
value of wetting layer and dot top it is obviously impossible to achieve an intensity distribution 
close to the experiment. 

Figure 5 presents the in-plane intensity measured in the (220)-reflection (GID). The 
experimental intensity distribution (figure 5a) is nicely reproduced by simulation (figure 5b) 
without taking into account any lateral directional correlation of dots. This is in accordance with 

log(l) 

3.15- 

3.14 

(T 

3.13 

-0.01 

-3.15 

-3.14 

-3.13 

"■angular 

0.00 0.01 -0.01 

""angular 

0.00 0.01 

[A-1 

Figure 5. In-plane x-ray diffuse scattering, measured (a) in the (220)-reflection. (b) is the 
corresponding simulation. In order to reduce noise, (a) is the diffuse scattering signal integrated 
over some qoo,-range. The intensity streak 'T' is due to the truncation rod which is not taken into 
account in the simulation. 
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TEM results, which also do not indicate lateral directional correlation. However, the distance 
between the two dark areas in figure 5 is determined by the average distance between dots, 
because this distance coincides with the average main harmonic of lateral strain modulation. 
This is simulated by a periodical boundary condition for FEM. The size of the optimized model - 
240a =140 nm - is an appropriate estimate of the average dot stack distance (see also figure 1). 

It should be also noted that we did not observe significant differences between HRXRD 
maps for the (110)-plane and the (1 -10)-plane or, correspondingly, for GID in-plane intensity 
distributions taken with (220)- and (2-20)-reflections. This indicates that the investigated dots do 
not show any elongation along either [110]- or [l-10]-directions. 

CONCLUSIONS 

It is shown that x-ray diffuse scattering in conjunction with scattering simulation is an 
appropriate means for the evaluation of essential data of InGaAs/GaAs quantum dot systems 
such as indium content in the wetting layer and in the dots, precise stacking period, symmetry 
and vertical and lateral positional correlation of dots. 

We acknowledge the financial support by the Deutsche Forschungsgemeinschaft (Sfb296). 
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ABSTRACT 

We present results obtained using low temperature near-field scanning optical microscopy 
for the measurements of Zeeman splitting and the diamagnetic shift of single self-organized 
InAs/AlAs, InAs/GaAs and InP/GalnP quantum dots. The measurements allow us to relate 
the bimodal size distribution of InAs dots with variations in In content. For single InP QDs 
we observed a strong circular polarization at zero magnetic field accompanied with a 
negative energy shift, suggesting that strong internal magnetic fields exist in these QDs. 

INTRODUCTION 

Near-field scanning optical microscopy (NSOM) allows one to extend the spatial 
resolution of optical experiments far beyond the light diffraction limit, which opens new 
possibilities for nanoscale characterization. Combining this with high magnetic fields allows the 
use of NSOM to study structural parameters and spin fine structure of exciton states.''^''''' In the 
present paper we study the observed bimodal size distribution of InAs/GaAs and InAs/AlAs QDs 
by addressing the size and In content of individual dots using near-field magneto- 
photoluminescence (NMPL). We also report for the first time the NMPL measurements of single 
InP/GalnP QDs. 

EXPERIMENTAL DETAILS 

We used 50-300 nm diameter tapered fiber tips with an Al coating of 50-200 nm 
thickness and transmission lO'^-lO'^ (sec Fig.l). The taper of the single mode fibers were 
prepared using a pulling technique, which provides apertures 150-300 nm. To make smaller 
apertures (down to 50 nm) we etch the tips after pulling. 

9 
sz 

40    50  60 70 809000 

Aperture, nm 

300 

Fig. 1. Transmission of the near- 
field fiber probes (solid circles) at 
631 nm. Straight lines show best 
re.5ults reported in literature. Insert 
shows transmission spectra of 150 
and 70 nm diameter tips taken 
using 250W Halogen lamp as the 
source. 

An Oxford CryoSXP cryogenic positioning system was used for 3D scanning. 
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The near-field photoluminescence (NPL) spectra were taken in collection-illumination 
mode at 10 K under excitation of the 514.5 nm Ar-laser line. Spectra were measured using a 
CCD detector together with a 270 mm focal length monochromator. The excitation power was 1- 
50 //W, which provided power densities generally below the emission threshold of QD excited 
states (<20 W/cm^). The spectral resolution of the system is 0.2-0.4 meV. A quarter wave-plate 
and linear polarizer were used for separation of right- and left-hand circular polarization 
components of the QD emission .spectra in a magnetic field up to 10 T. 

The InAs/GaAs and InAs/AlAs QD samples described in ref' were used to study the 
bimodal size distribution. The QDs were formed within a short-period superlattice consisting of 
two/eight monolayers (ML) of AlAs/GaAs. For the InAs/AlAs sample the InAs QDs were grown 
between 2ML of AlAs, whereas for the InAs/GaAs sample the dots were grown between 8 ML 
of GaAs. The InAs/AlAs and InAs/GaAs dots have base 15 nm and density 300 and 100 fm^, 
respectively. The height of the dots is ~5 nm. The bimodal distribution of dot sizes results in the 
existence of smaller dots having base, height and density half of the larger ones (see below). 

We also measure near-field magneto-photoluminescence spectra of InP QDs embedded in 
Gain?, which were studied by us previously. The dots have a base -100 nm, height 10 nm and 
density 20 /an'^. 

RESULTS AND DISCUSSION. 

Near-field spectra of individual QDs. 

hi Fig. 2 we present the near-field photoluminescence (NPL) spectra of InAs/AlAs QDs; insert 
shows the spectra of InAs/GaAs QDs. The spectra consist of a number of sharp lines (up to ten) 
corresponding to ground state emission of single QDs. The halfwidth of the sharp lines is equal 
to the spectral resolution of our setup (0.2-0.4 meV). 

The lines arc observed at energies 1.50-1.7 eV for InAs/AlAs and 1.3-1.45 eV for InAs/GaAs 
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Fig.2. NPL spectra of InAs/AlAs and InAs/GaAs 
(upper right insert) QDs. Insert at tlie center 
shows TEM image of InAs/AIAs QDs. 
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rig.3. Comparison of NPL spectra of individual 
InP/GalnP (a and b) and InAs/AIAs QDs. 
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QDs. We attribute this difference in the emission energy of InAs/AlAs and InAs/GaAs QDs to 
the difference of the band-gap energy of the matrix material. We can also see that for each 
sample the lines are grouped into two distinct energy ranges separated by 100 meV (1.55 and 
1.64 eV for InAs/AlAs and 1.31 and 1.42 eV for InAs/GaAs QDs), which reflects the bimodal 
distribution of dot sizes (see transmission electron microscopy image in Fig. 2). 

The spectra of single InP QDs consist of an emission manifold having energy at 1.7-1.79 eV. 
Inspecting the spectra of -40 QDs we found that in most cases the emission manifold of the 
single InP QD has three components, denoted as A, B, C, having halfwidth (f) of 3-5 meV and 
energy splitting of 4-15 meV (Fig. 3a QDl). For some dots we found a fine structure of the 
components consisting of a several ultranarrow lines with 7=0.2 meV (Fig. 3b QD2). For these 
dots, the splitting between the A, B and C components reduces to values as small as 1-3 meV. 
Several meV halfwidth and multiple peak structure with splitting up to 20 meV is the intrinsic 
feature of the low-temperature emission of single InP/GalnP QDs independent of their sizes,' 
which is quite different compared with InAs QDs, for which individual dots have a single narrow 
line at low excitation power (Fig. 3c). In the ref. ^ it was shown that the multiple peak structure 
arises in InP QDs due to residual doping (lO'* cm"') of the GalnP matrix and accumulation of up 
to 20 electrons in the QD at low temperature. 

Bimodal size distribution of InAs QDs. 

In Fig. 4 we present the observation of the Zeeman splitting and diamagnetic shift for 
InAs/GaAs QDs in a magnetic field. Each line observed in the spectra splits into o+ and c- 
circularly polarized components in the magnetic field, and thus corresponds to a different QD. 

We found that the diamagnetic coefficient (Jl) has different values for two sets of emission 
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Fig. 4. a- (solid) and o+ (dotted) circularly 
polarized components of the magneto-NPL 
spectra of InAs/GaAs QDs. Insert shows 
dependence of the energy of a- (solid circles) 
and c+ (open circles) components and their 
average value (cross - experiment, dashed curve 
- quadratic approximation) versus magnetic 
field strength for one particular QD. 
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Fig. 5. Diamagnetic shift (a and b) and lateral 
size (c and d) of InAs/AlAs (a, c) and 
InAs/GaAs (b, d) QDs versus emission energy. 
Horizontal arrows in c and d show dot base 
measured from TEM data. The constant dot 
sizes in c and d are for the small dots of the 
bimodal distribution whereas the dots that vary 
in size are the larger ones in the distiibution. 
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energy ranges of InAs/AlAs and InAs/GaAs QDs (see Fig. 5a-b). For low emission energy P has 
nearly constant values 4 and 7 jjeNIV- for InAs/AlAs and InAs/GaAs QDs, respectively. For 
higher emission energies P gradually increases, reaching values 10 //eV/T^ for InAs/AlAs QD 
and 15 //eV/'P for InAs/GaAs QDs. For InAs/AlAs QDs the increasing diamagnetic coefficient, 
which corresponds to an increase of the dot size, correlates well with decreasing Zeeman 
splitting (from ~1 to 0.5 meV at 10 T). For InAs/GaAs QDs the Zeeman splitting (0.2-0.7 meV 
at 10 T) depends only weakly on the energy. Using these measured values of the   diamagnetic 
coefficient and the value of exciton effective mass 0.053,' we calculated the lateral size of 
InAs/GaAs and InAAs/AlAs QDs as was described in ref.' The calculated dot sizes are plotted in 
Fig 5c and d. They agree well with transmission microscopy measurements. 

Our observation of increasing QD size with increasing emission energy for the larger dots in 
the bimodal distribution is quite unexpected'" and implies lower In content for larger dots, which 
compensates the usual quanUim confinement effects. According to eight-band k-p calculations, 
a change of InAs QD base dimension from 10 to 20 nm leads to a decrease of the confinement 
energy of 200 meV. Thus smaller dots, having -100 meV lower emission energy, must have 
-300 meV lower bandgap. Taking into account the change of the bandgap of InGaAs by -100 
meV per 10% of In'^ one can estimate the difference in In composition for the extreme sizes of 
the large dots of the bimodal distribution to be 30%. 

Magnetic anomaly in single InP QD. 

Fig. 6a and b presents circular polarized NPL spectra of two InP QDs measured at 
magnetic field B=0, 2, 4 ... lOT. Our NPL scanning experiments have shown that bands A and 
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Fig.6 Magneto-NPL circulariy polarized components (tr- - solid, a+ - dotted) of normal (left) and 
anomaly (right) InP QDs. Vertical arrows indicate position of the emission manifold components 
(A, C) and neighboring dots (A'). Inserts show position of the energy of the main peak (A) versus 
magnetic field. Dashed lines are drawn for clarity. 
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A' in Fig. 6a are related to different QDs located 200 nm from each other whereas the bands A 
and C in Fig. 6b belong to one QD. 

The A band in Fig. 6a (QD4) at zero field is not polarized. With increasing magnetic 
field it becomes circular polarized. The dominant emission of this band is a*-polarized for B=l- 
3 and 9-lOT and o^-polarized for B=5-7T. Zeeman splitting varies from +0.3 meV for 4T to 
-0.3 meV for 8T. The band shifts to higher energies with magnetic field. The shift has two linear 
regions with the slopes 0.15 and 0.43 meV/T for fields 0-2 and 2-lOT, respectively. The total 
high energy shift at lOT is equal to 3.5 meV. 

The A band in Fig. 6b (QD2) shows different magnetic field behavior. First, unlike QD4, 
it has strong circular polarization and Zeeman spUtting at zero magnetic field.  Both circular 
polarization and Zeeman splitting disappear at 3T. Thus the spectrum of QD2 at 3T becomes 
similar to the spectrum of QD4 at zero magnetic field (Fig.6a). Second, the band has a strong low 
energy shift (slope~0.8 meV/T) for magnetic fields 0-2T. For higher fields it has a high energy 
shift with a slope of 2.5 meV/T. 

Our observations of the circular polarization and negative magnetic field shift are quite 
unusual and give strong evidence that the InP QD in Fig.6b has a strong internal magnetic field. 
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Fig. 7. Unpolarized magneto NPL spectra (a) and energy (b) of emission components of 
anomaly InP QD (see Fig.6b) versus "internal" magnetic field (solid circles) together with 
Darwn-Fock energy levels (solid curves). Dashed lines show energy of Landau levels. 

The value of this field (Bo) can be estimated by the value corresponding to the compensation of 
the negative shift and the circular polarization (2-3T in Fig. 6b). At the present time we have no 
explanation of the observed effect and we did not find similar experimental observations in the 
literature. Our measurements of the magnetization using a SQUID magnetometer did not reveal 
any magnetic impurities in our samples, thus indicating that the origin of the built-in magnetic 
field must be some sort of electron-electron and electron-nuclear interaction in the QD. 

As an initial step to explain our observation we plot in Fig.7b the energy of the manifold 
components of the emission of QD2 (see Fig. 7a) versus "internal" (Bi=B-Bo) magnetic field 
together with energy levels of Darwin-Fock Hamiltonian." We obtained a good agreement 
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between experimental and measured energy shifts in Fig. 7b and revealed a transition of 
electrons from the second to the first Landau level at Bi=4T. 

CONCLUSION 

In conclusion we used near-field optical scanning microscopy to study magneto- 
photoluminescence spectra of single InAs/AlAs, InAs/GaAs and InP/GalnP quantum dots. Using 
measurements of diamagnetic shift wc found that increasing of the size of In As QDs is 
accompanied with intermixing of the dot and matrix material. We observed strong circular 
polarization of the emission of InP QDs at zero magnetic fields indicating build-up fields as high 
as2T. 
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ABSTRACT 

Time-resolved photoluminescence of single charge tuneable quantum dots allows us to 
probe the differences in recombination dynamics between neutral and negatively charged 
excitons. We fmd that the luminescence decay from a neutral exciton contains a second lifetime 
component of several nanoseconds that is not present in the luminescence from singly or doubly 
charged excitons. We attribute the slowly decaying component to excitation cycles in which the 
initial exciton formed in the dot is dark, with angular momentum M = 2, and which subsequently 
scatters into the bright state with M = 1. 

The nature of the scattering mechanism is revealed by the dependence of the lifetime on the 
electrical bias applied across the charge-tuneable device. That the lifetime changes by an order of 
magnitude within a short bias range imphes that the dark-to-bright transmutation does not occur 
through a simple spin flip. Rather it appears to come about by the dot briefly entering a higher 
energy charging state which allows exchange of the existing electron with another from the n- 
type contact region. We model the lifetimes and relative intensities of the two decay components 
using a simple rate equation analysis. 

INTRODUCTION 

Dark excitons are electron-hole complexes which do not couple to the optical field and are 
thus impossible to probe directly using absorption or luminescence techniques. As they do not 
recombine radiatively, dark excitons can be much more long-lived than bright excitons, offering 
potential for use in memory storage or quantum information processing applications. Studies of 
dark excitons generally rely upon some form of symmetry breaking to allow access with an 
optical interaction.''^ 

The lowest energy excited state of most semiconductor quantum dots is dark, with the spin 
of the excited electron aUgned with the hole resulting in a total angular momentum of M=2. In 
InGaAs Stranski Krastanow quantum dots, which are the subject of this study, this state lies 
approximately 0.5 meV below the lowest bright state, with M=l, where the splitting is a result of 
the electron-hole exchange interaction. In an isolated dot, little communication is expected 
between the dark and bright states, as such a process requires a spin flip of one of the carriers 
that is not facilitated by acoustic phonon scattering.' 

In this paper we report time-resolved photoluminescence (TRPL) measurements of single 
Stranski Krastanow quantum dots embedded in charge tuneable heterostructures.'' We compare 
TRPL from the neutral exciton (e:h, labelled X°) with that from the singly charged exciton (2e:h, 
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labelled X'") and find evidence for an electrically controlled transition between the dark and 
bright states that involves a transition via a higher energy charging state and thereby an exchange 
of electrons with the contact. 

PHYSICS OF CHARGE TUNING IN QUANTUM DOTS 

First let us review the general form of the single dot PL spectrum vs bias, shown in figure 1. 
The main PL lines are labelled according to the initial state of the transition, whereby X"" 
corresponds to a dot occupancy of a single hole and n+1 electrons. 

We assume that the electron charging barrier between the dots and the n+ contact is 
transparent enough that relaxation to the lowest energy charging state occurs on a time scale 
faster than the radiative lifetime; ie. that the Fermi energy in the contact region extends into the 
dots themselves. Under this assumption we can model the bias dependent switching by 
considering the excitation energy of each charging state as a function of bias. In addition to the 
labelling convention used in figure 1, we denote a single hole with no electrons as h, and write 
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Figure 1. (a) Schematic band profile of the charge tuneable heterostructure; (b) Energies of 
first three charging states (equation 1) as functions of gate voltage; (c) Photoluminescence 
spectrum vs gate voltage showing the X", X'", and X^" lines. 
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where Eo is the energetic separation of the conduction and valence band Is single particle levels, 
A£cB  is the flat-band electron ionisation energy of the dot, Vo is the Schottky barrier height, and 
subscripts C and exch refer to Coulomb and exchange terms respectively. The factor seven in the 
voltage-dependent term is a result of the lever arm effect given the layer thicknesses in the 
device. 

Figure lb shows the excitation energies from equation set (1) plotted against gate voltage, 
with parameters selected to fit the photoluminescence data in Figure Ic. The gate voltages at 
which switching between charging states occur are clearly identified by the crossing points in 
figure lb. Note that the X° is split into its bright and dark components by twice the electron-hole 
exchange energy. Transitions directly between the two X" levels require a spin-flip and are 
therefore expected to occur on time scales much longer than the radiative lifetime of the bright 
state.' The result is that despite the dark x" state being of a lower energy than the bright state, a 
bright X" survives long enough upon capture to recombine before relaxing to the dark state, and 
we can observe strong X" luminescence even if the exchange splitting is much greater than the 
thermal energy kT. 

The dynamics of electronic relaxation in these devices are such that we expect an equal 
probability for the capture into the dot of a bright or dark X° exciton. After photogeneration of an 
exciton in the wetting layer, the light electron effective mass leads to its rapid tunneling through 
the low potential barrier and into the n-type contact. The hole, with heavier effective mass, is far 
more likely to remain in the wetting layer long enough that it is captured into a dot. The capture 
of a hole by a dot then instigates capmre of an electron, which may have either spin, from the 
contact region. The entire process from photogeneration to formation of the X occurs on a time 
scale of-100 ps. 

EXPERIMENTAL 

Photoluminescence (PL) was carried out using a confocal microscope with a diffraction 
limited spatial resolution of 600 nm at the emission wavelength of around 950 nm. Excitation is 
with a 830 nm pulsed diode laser. The luminescence is spectrally dispersed using a grating 
monochromator, and PL spectra recorded using a liquid nitrogen-cooled Si charge-coupled 
device (CCD) array. The spectral resolution of the complete PL setup is 0.1 meV. Time-resolved 
PL (TRPL) is carried out by time-correlated single photon counting (TCSPC), using a silicon 
avalanche photodiode at the second spectrometer output. Lifetimes are fitted to the recorded 
TCSPC data using iterative reconvolution of the instrumental response function. By this method, 
temporal resolution of around 100 ps is achievable for a data set with a high signal-to-noise ratio. 

Measurements were made on several different dots from a single charge-tuneable hetero- 
structure, at a temperature of 4.2K. In all of the measurements described here, the excitation 
intensity was kept low enough that biexciton features are absent from the PL data, and no 
saturation effects were observed in the TRPL data. This corresponds to the weak excitation limit, 
of <1 photogenerated hole per dot, and enables the TRPL data to be fitted with simple 
exponential decay functions. 

Raw TRPL data recorded at six gate voltage and spectral positions on Fig. Ic are shown in 
Fig. 2. At all three positions on the X'" line, a single exponential decay with a lifetime around 0.6 
ns is observed, characteristic of the radiative recombination of a bright exciton in these dots. 
The X^" luminescence, not shown, also reveals a mono-exponential decay of similar hfetime. 
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Figure 2. Time-resolved photoluminescence data taken from X° and X'" at different gate 
voltages (see Fig. Ic). The three data sets from the X" line have a gate voltage dependent 
second lifetime component, whereas those from X'" exhibit a fast, monotonic decay. 

TRPL from the X" line shows, in addition to a component with a 0.6 ns decay, a second decay 
component which varies considerably in lifetime and strength across the voltage range. 

Closer inspection of the dependence of the two decay lifetimes of X" on gate voltage reveals 
that whilst the shorter lifetime remains constant over most of the voltage range, the longer 
lifetime is longest (-15 ns) near the centre of the voltage range and decreases exponentially to 
converge with the shorter lifetime at the edges (Fig. 3a). The relative time-integrated intensity of 
each decay component is shown in Fig. 3b, which reveals that the longer lifetime component 
dominates at either end of the bias range whilst the shorter lifetime component dominates near 
the middle of the bias range. 

In other single dots from the same sample we observe broadly similar behaviour, but with 
variation in two respects. Some show markedly different gradients in the portion of the plot 
where the second lifetime depends exponentially on gate voltage. In others the second lifetime 
component continues to lengthen and its intensity continues to decrease towards the middle of 
the voltage range until it is too weak to measure. We will discuss these variations in the context 
of the model developed in the following section. 

A SIMPLE RATE EQUATION MODEL 

Comparison between the Ufetimes in Fig. 3 and the energy diagram in Fig. 1 suggests that 
the explanation for the strong bias dependence in the secondary Ufetime is the proximity of 
higher energy states at either end of the X" bias range. Temporary occupation of either of these 
states can lead straightforwardly to the exchange of the electron in the dot with another electron 
from the contact region. For instance, at gate voltages slightly higher than that of the X" switch- 
on, the single hole charging state h is only a small energy above X". Little energy is required to 
remove the electron from the dot into the contact region of the device, after which it will be 
energetically favourable for another electron to tunnel in to restore the X** charging state. At the 
other end of the bias range, it is the X'" charging state that is close to the X", and a small energy 
input will allow a second electron to tunnel into the dot briefly before one of the two is ejected. 
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Figure 3. Gate voltage dependence of (a) the lifetimes and (b) the relative integrated intensity 
of each of the TRPL decay components comparing the recorded data (scatter) and the rate 
equation model (line) The fast component is indicated by squares / solid line, while the slow 
component is indicated by triangles / dashed line, (c) Four-level schematic diagram from 
which the rate equation model is constructed (see text). 

Both of these processes provide a mechanism for an effective spin flip, as the electron present in 
the dot after the process has an equal probability of having either spin, regardless of the spin of 
the original electron. 

A simple dynamic model of the system is shown in Fig. 3c. Levels B and D represent the 
bright and dark exciton states, while G represents the empty dot ground state. The arrows in gray 
represent interaction between the bright and dark exciton states and the higher state, here labelled 
h. The dotted arrows do not represent direct communication between B and D, but can be used in 
place of the gray arrows to simplify the rate equations, since relaxation from level h is fast 
enough that it remains empty. The resulting switching between the bright and dark exciton states 
is taken to occur at a rate y^^ in either direction. Radiative recombination from the bright state 

occurs at a rate j^^, and a non-radiative loss mechanism with rate /„r is included for 

completeness. 
The appropriate rate equations are 

-T- = -"S (r./ + Tnr + rn,d)+ "D^/ 
dt (2) 

-^ = -no{y,f + rnr)+nBrss 

These can be solved straightforwardly, revealing that tie decays bi-exponentially with rates 

^1,2 =P±Q where 2P = r,„, + 27„, + ly^ and IQ = ^yL+^f ■ The relative time- 

integrated intensities of the two PL decay components are then given by 
h = [YI - Trad - 7nr VQ/I and /j ={-y^+ y,^ + y„, )lQy^. 

To complete the model, we note that the Ufetime appears to vary exponentially with voltage 
in the sloped portions of Fig. 3, suggesting that y^^ varies exponentially with the energy ^E of 

the higher energy state above X". We thus use a trial expression /,y = y^ exp(- AB/ fi^;,,,^) where 

fo and Echar are fitting parameters. y^„^ and y„, are assumed to be independent of gate voltage. 
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Choosing parameters y^„^ =1.8 ns'', 7,,^ =0.07 ns'', /o =^0 ns''and £,.,„,^ =1.2 meV results 
in the line graphs in Fig 3, reproducing the main features of the gate voltage dependence of both 
the lifetimes and the intensities to an excellent degree. 

Similar data sets have been recorded for different quantum dots, for which we observe 
variation in the fitted value of E^i„„ between about 1 and 3 meV. This comes as something of a 
surprise since the rate of change of the charging energies for h and X'" with gate voltage is 
dependent only on the sign of the charge of the state and on the device lever-arm factor, which 
docs not vary significantly from dot to dot. Measurements on a single dot at slightly elevated 
temperatures (T<10K) reveal an apparent exponential increase in /„ at a rate of 

d\og(y(y)/dT ~ 0.5 K"', but, significantly, no apparent change in E,:i,„r. 
The physical mechanism for excitation into the higher charging state is most likely the 

absorption of an acoustic phonon. This process will be stronger than that in an isolated quantum 
dot since momentum in the plane of the device can be conserved by the participation of the 
electron ejected into or captured from the contact region. Additionally, a portion of the energy 
required to excite the dot to charging state h (X'") can be obtained by the electron being ejected 
into an empty state just below (captured from an occupied state just above) the Fermi energy. We 
arc currently performing the calculations to reveal whether these processes can fully explain the 
observed behaviour. 

A final point of interest from Fig. 3 is the lack of voltage dependence of the longer lifetime 
in the centre of the bias range. Combined with the dramatic weakening of this component 
relative to the faster decay component, this suggests that we are measuring the non-radiative 
lifetime of the dark exciton. Some dots do not show such a flat region in the second lifetime, 
indicating that the non-radiative lifetime varies from dot to dot, although the longer lifetime 
component becomes too weak to measure when the Ufetime climbs much above 20 ns due to the 
current configuration and sensitivity of our measurements. To our knowledge these are the first 
measurements of the non-radiative lifetime of a dark exciton in a quantum dot - a quantity that 
could have important implications for the use of dark excitons in practical applications. 
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We have synthesized CoFe204 nanopartides with length scales ranging from 3.5 nm to 
14.2 nm. We have characterized the magnetic properties of these samples using both DC 
and AC magnetization, and find some slightly anomalous behavior in two of the samples. 
We tentatively attribute these features to interactions between the magnetic nanopartides. 

There is a great deal of interest in understanding the physical basis for the magnetic 
properties of nanopartides in order to facilitate their incorporation into a wide range of 
commercial applications. By studying the magnetic characteristics of CoFe204 
nanopartides using bulk measurement techniques, we are able to probe the properties of 
both the individual nanopartides and interactions in these systems. In this report, we 
discuss our magnetic characterization of a series of CoFe204 nanopartides grown using 
an aqueous co-precipitation technique. In addition to DC magnetization at fixed fields 
and temperatures, we also investigated the magnetic properties using AC susceptibiUty 
measurements. The long term goal of this research is to understand interparticle 
interactions in magnetic nanopartides. 

Bulk CoFe204 forms an inverse spinel structure, with the Co^* located principally on the 
octahedral sites, while Fe'"^ occupy both the octahedral and tetrahedral sites. The 
competition between these magnetic ions produces ferrimagnetic ordering below 798K[1] 
with a low temperature saturation magnetization of 93 emu/g. The magnetic properties of 
CoFe204 nanopartides are sensitive to finite size effects. Particles smaller than 40 nm 
are single domain with significant magnetic anisotropy[2] which leads to 
superparamagnetic behaviour. Furthermore, the spins on the surface of the nanopartides 
are subject to a different magnetic environment than the bulk spins[3]. 

The CoFe204 nanopartides were synthesized using an aqueous co-precipitation 
technique[4]. The samples were prepared by combining cobalt and iron nitrates in water 
with the addition of NaOH in the presence of polyethelyne glycol (PEG-6000) as a 
capping agent. After centrifuging the particles, they were washed with water and dried in 
a vacuum oven at 60C. This synthesis technique has the advantage that relatively large 
quantities (>2g) can be prepared in a single batch. The CoFe204 nanopartides were 
characterized via X-ray diffraction (XRD) using a commercial diffractometer (Philips 
X'PERT MPD). A representative spectrum is displayed in Figure 1; the nominal size of 
the nanopartides is 14.2 nm. The XRD pattern shows several Bragg peaks which are 
indexed by a cubic spinel lattice. The sample is composed primarily of single crystal 
nanopartides where the widths of the peaks are determined mainly by the finite size of 
the particles together with instrumental broadening. We used Debye-Scherrer formalism 
to estimate the size of the nanopartides, and obtain mean nanoparticle sizes of 3.5, 5.6, 
8.7, and 14.2 nm for the samples investigated in this study. TEM investigations of the 
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particles show sizes consistent with the XRD patterns, and also suggest that there is 
negligible agglomeration in this system. 
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Figure 1. X-ray diffraction pattern for 14.2 nm CoFe204 nanoparticles. 

We characterized the magnetic properties of the CoFe204 nanoparticles in a commercial 
SQUID magnetometer, using approximately 50 mg of sample for each measurement.   In 
all cases, the mass was corrected to reflect the contributions of only the CoFe204 
component by subtracting off the contribution from the capping agent, where the ratio of 
cobalt ferrite to PEG was determined by thermogravimetric analysis. The susceptibility 
of PEG used in the capping layer was measured separately, and contributed less than 
0.02% of the total susceptibility at T=5K.   Figure 2 plots the field-cooled (FC) 
magnetization as a function of temperature (for nominal particle sizes of 3.5, 5.6, 8.7, and 
14.2 nm) and the zero-field cooled (ZFC) magnetization (for 3.5 nm) in an applied field 
of 1 kOe. All samples showed a divergence between the ZFC and FC magnetization; we 
plot only the data for the 3.5 nm nanoparticles for clarity. 

The low temperature zero field cooled measurements show only a small moment, while 
the field cooled measurements show a much larger magnetization. This effect arises from 
superparamagnetic blocking associated with magnetocrystalline anisotropy in the single 
domain nanoparticles [2]. This blocking temperature can be expressed as 
TB=KV/kBlog(T/T o), where K is the magnetocrystalline anisotropy energy density, V is 
the particle volume, and x and to are characteristic scales for the measurement and 
microsopic relaxation times respectively. For small CoFe204 nanoparticles (less than -10 
nm or so), this blocking temperature is typically below 300K, but there is significant 
variation [5-7]. The fact that the peak in the ZFC magnetization for our smallest 
nanoparticles (nominally 3.5 nm) is larger than 350K suggests that the magnetocrystalline 
anisotropy K is larger than expected for these samples, or that the samples are larger than 
what we find from 
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Figure 2. FC (solid symbols) and ZFC (open symbols) DC magnetization curves for 
CoFe204 nanoparticles, measured at H= 1 kOe. 

XRD. Alternatively, there could be interparticle interactions present which modify Eq. 

(1). 

Figure 2 also shows that there are significant differences between the magnitudes of the 
magnetization for the different nominal particle sizes. This is more clearly demonstrated 
in the hysteresis loops plotted at T=5K (and at T=300K for the 3.5 nm nanoparticles) in 
Figure 3. The saturation magnetization for most nanoparticles is suppressed below the 
bulk value of 93 emu/g, but is expected to be a monotonic function of particle size 
(neglecting any possible ferromagnetic contribution from the surface spins). The 
differences in saturation magnetization in Figure 3 show very strong and non-monotonic 
dependence on nominal particle size. There are several possible explanations for this 
behavior. It is possible that the size of these nanoparticles estimated by XRD does not 
accurately represent the magnetic size of the particles. This is unhkely, because the 
elevated values for the superparamagnetic blocking temperatures point to larger rather 
than smaller sizes for the nanoparticles. Alternatively, there could be additional 
interparticle interactions which can modify the magnetic behavior 

We can analyze the hysteresis loops in Figure 3 to extract additional information about 
the magnetic properties of CoFe204 nanoparticles. One important parameter for 
characterizing the magnetic properties of nanoparticles is the squareness ratio of the 
hysteresis loop, defined as the ratio of the remanent magnetization to the saturation 
magnetization. For the 14.2 nm sample and 3.5 nm samples, the squareness ratios are 
Mr/Ms=0.66 and Mr/Ms =0.54 respectively, which are intermediate between the expected 
values for axial anisotropy (Mp/Ms =0.5) and cubic anisotropy (Mr/Ms =0.83). The values 
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Figure 3. Hysteresis loops at T=5 K (solid symbols) and T=300 K (open symbols) for 
CoFe204 nanoparticles. 

of M/Ms for the other two samples are significantly smaller (0.35 for the 8.7 nm 
nanoparticles, and 0.37 for the 5.6 nm particles). Similar values for M/Ms have been 
observed in 5 nm C0FC2O4 nanoparticles at T=5K [7] where the small value was 
attributed to inteiparticle interactions. 

The final set of magnetic measurements we used to characterize the CoFe204 
nanoparticles were AC susceptibility measurements. This technique measures the 
differential magnetization (dM/dH) at a fixed frequency and is sensitive only to the field 
induced changed in magnetization, and not the total magnetic moment hke DC 
measurements. Since AC measurements probe the spin dynamics of the system (on 
timescales set by the signal frequency) they can give insight into superparamagnetic 
blocking. However, for the CoFe204 nanoparticles under investigation, this temperature 
region is inaccessible in our magnetometer. 

Figure 4 plots the AC susceptibility, measured at a frequency of 100 Hz in a field of 100 
Oe, for field-cooled samples of CoFe204 nanoparticles. The increase in %' with 
increasing temperature is consistent with an increasing fraction of nanoparticles 
fluctuating freely as the blocking temperature is approached from below. Furthermore, 
there is no evidence of a peak in %' below 350K, which is consistent with the separation 
between the ZFC and FC curves occurring at high temperatures in Figure 2. 

One point of interest is the low temperature AC susceptibilities shown in the inset to 
Figure 4. The 8.7 nm and 5.6 nm nanoparticles clearly show a peak in x' at 
approximately 5K, while the susceptibility for the other two samples remains flat down to 
the lowest temperatures. A peak has also been observed in the susceptibility of Pd 
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Figure 4. Real part of the AC magnetic susceptibility measured at 1 kHz in a field of 
100 Oe. The symbols are labelled in the inset. INSET: Low temperature AC 
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nanoparticles and was attributed to interactions between spins on neighboring particles 
[8]. However, the Pd measurements were done on highly monodisperse samples, and the 
peak in susceptibility was observed at temperatures below IK, so it is unclear whether the 
same mechanism is applicable for CoFe204 nanoparticles. In any case, it is extremely 
suggestive that the 5.6 nm and 8.7 nm samples, which show a reduced saturation moment 
and small Mr/Ms ratio (see Figure 3) also show a low temperature AC susceptibility peak, 
while the 3.5 nm and 14.2 nm samples, which have hysteresis loops more reminiscent of 
independent nanoparticles governed simply by magnetic anisotropy, show no such 
feature. 

We have investigated the magnetic properties of CoFe204 nanoparticles, ranging in size 
from 3.5 to 14.2 nm, grown using a novel aqueous co-precipitation process which 
produces large quantities of sample. ZFC/FC DC magnetization measurements suggest 
that the magnetic properties are dominated by superparamagnetic blocking, although the 
blocking temperature is slightly higher than measured for other CoFe204 nanoparticles of 
comparable sizes. Magnetic hysteresis loops at T=5 K are consistent with non-interacting 
magnetic particles with cubic magnetocrystalline anisotropy for the largest particles, and 
uniaxial magnetic anisotropy for the smallest particles. On the other hand, the 
intermediate sized particles show evidence for interparticle interactions; the saturation 
magnetization and the squareness ratio Mr/Ms are both substantially smaller than 
expected. Furthermore, these intermediate sized samples show pronounced peaks in the 
low temperature AC susceptibility, near T=5K, peaks which are absent from the non- 
interacting 3.5 nm and 14.2 nm nanoparticles. However, it is impossible to exclude the 
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possibility that the 5.6 and 8.7 nm nanoparticle samples have larger amounts of 
disordered CoFe204 than the 3.5 and 14.2 nm samples. XRD does not show a large 
background from diffuse scattering, but this possibility has not been completely 
eliminated. 

These results lead to several questions about the origin and importance of interparticle 
interactions in systems of CoFe204 nanoparticles. 1) Under what circumstances are 
these interactions present? Particle size is presumably not a relevant parameter, since 
neither the largest nor the smallest nanoparticles evidenced any magnetic coupling. 2) Is 
the low temperature peak in AC susceptibility related to interparticle coupling, and if so, 
how? We have also measured the low temperature heat capacity of these systems to 
probe the thermodynamic features at low temperatures. These measurements show hints 
of intriguing behavior, but the data are hard to interpret. 3) Is it possible to tune the 
interparticle interactions during synthesis? Controlling these interactions (which affects 
saturation magnetization, magnetic remanence, and perhaps the coercivity) can be 
important for optimizing the materials properties for commercial applications. 
Answering these questions will involve careful measurements on well-characterized 
CoFe204 nanoparticle samples and will ultimately provide important insight into 
collective behavior in magnetic systems. 
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ABSTRACT 

Ultrafine bimetallic CoRh nanoparticles synthesized by a soft chemical route with compositions 
ranging from pure cobah to pure rhodium are investigated using high-resolution and energy 
filtering transmission electron microscopy techniques as well as wide angle x-ray scattering. In 
parallel, they are simulated with the use of an n-body semi-empirical interaction model: 
quenched molecular dynamics and Monte-Carlo Metropolis simulated annealing are performed 
on these nanoparticles in order to find their most stable isomers as a function of composition and 
size. A progressive evolution from an original polytetrahedral structure to the face-centered 
cubic structure with increasing Rh content is observed in these particles. Strong tendency to Co 
surface segregation is both experimentally evidenced and confirmed by the simulations. 

INTRODUCTION 

Nanometer-sized metallic particles are well known to exhibit unique strong size-related magnetic 
effects [1]. Moreover, alloying with a 3d metal is an effective way to induce spin polarization in 
4d metals and to obtain at the same time a large magnetic moment with a high anisotropy. 
Magnetic 3d-4d bimetallic nanoparticles then present a particular interest. Lideed, a strong 
enhancement of the saturation magnetization in ultrafine CoRh particles (in the 1.6 to 2 nm 
range) compared to the predicted value in the bulk alloy was recently demonstrated [2] and later 
confirmed by density functional theory calculations on much smaller particles [3], This 
motivates a systematic study of the atomic organization in these CoRh alloyed particles, about 2 
nm large, synthesized by co-decomposition of two organometallic precursors under dihydrogen 
in the presence of a polymer (the polyvinylpyrrolidone, or PVP polymer). 
In the bulk, the CoRh alloy forms a continuous series of sohd solutions and crystalUzes in the 
hexagonal close-packed (hep) structure below 50.5 at % Rh and in the face-centered cubic stmcture 
(fee) for higher Rh contents. However, size reduction is likely to modify the phase diagram of this 
bimetallic alloy. Indeed, pure cobalt particles synthesized by the same chemical route, were seen to 
exhibit a very original polytetrahedral structure [4]. Besides, in such fine particles, the very high 
ratio of surface atoms against volume atoms considerably increases the surface effects. Preferential 
surface segregation of one of the chemical species, usually neglected in macroscopic samples, can 
here drastically modify the chemical distribution inside the particles. In order to investigate both the 
structural and chemical organization in these ultrafine materials, a wide range of experimental and 
modeling techniques have been implemented. The structural results have been obtained through 
high-resolution transmission electron microscopy (HRTEM) and wide-angle x-ray scattering 
(WAXS) techniques. The species distribution was examined by energy filtering transmission 
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electron microscopy (EFTEM). However, chemical maps could be obtained only in bigger CoRh 
particles (4 to 7 nm large) stabilized by hexadecylamine (HDA), an organic ligand. As element- 
sensitive techniques reach their limits when investigating such small clusters, an n-body semi- 
empirical interaction model has been developed and appUed to their simulation, in order to elucidate 
their chemical organization. 

EXPERIMENTAL DETAILS 

TEM specimens for HRTEM and EFTEM investigations were prepared by slow evaporation of 
droplets of a solution colloid -methanol on carbon supported copper mesh. The HRTEM 
experiments were performed on a Philips CM 30/ST operated at 300 kV with a point resolution of 
0.19 nm. EFTEM was earned out on a Jeol 3010 operated at 300 kV and fitted with a post-column 
filter (GATAN 200 model). Both high resolution and filtered images were recorded on CCD 
cameras in order to be processed. In particular, a three window procedure was used for chemical 
mapping: two filtered images are acquired before the edge, in order to extrapolate the background, 
and one is acquired after the edge in order to obtain information on the analyzed element. WAXS 
specimens consisted in small amounts of the fine powder (obtained after drying) sealed in glass 
capillaries. Measurements of the x-ray intensity scattered by the samples irradiated with graphite- 
monochromatized molybdenum Ka (k = 0.071069 nm) radiation were performed using a dedicated 
two-axis diffractometer. Time for data collection was typically 20 hours at room temperature in the 
range 0°<e <65°. Data were reduced following the procedure already described in [4] in order to 
obtain the experimental radial distribution function (RDF). Analysis of this function provides the 
metal-metal bond length (position of the first peak), dmm, and the order extent inside the particles 
(position of the last significant peak, also called coherence length hereafter). 

RESULTS AND DISCUSSION 

Three different compositions, namely Coo.vsRho.as, Coo.sRhcs and Coo.25Rh7.'i, respectively named 
in the following, Co3Rhl, ColRhl and ColRh3, have been investigated through both 
experimental and classical atomic scale simulation approaches. 

Experimental results 

TEM observations show that all the bimetallic particles synthesized in PVP present narrow size 
distributions (mean diameter close to 2 nm) and a very good dispersion in the polymer matrix. 
The fee structure was identified by HRTEM in ColRh3 particles while no periodic lattice fringes 
were obsei-ved at low Rh content. The RDFs of the different specimens were processed and 
compared with the simulated RDFs of different models. The size of the models was chosen 
according to both the coherence length measured on the experimental RDF and the mean 
diameter measured by TEM. If some structural disorder occurs at the particle surface, the 
coherence length is slightly smaller than the mean diameter, otherwise they are quite 
comparable. A second feature to be adjusted is the mean metal-metal bond length, d,„ni, which 
must be the same in the model and in the experimental RDF. Figure 1 reports the comparisons 
between the experimental RDFs in Co3Rhl and ColRh3 particles and the RDF of 
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Figure 1. Comparisons between the experimental RDF of Co3Rhl, respectively ColRh3, 
ultrafme particles with the simulated RDF of models in the same structure as the bulk alloy 
(upper plots) and models presenting the best agreement (lower plots). 

models with same size and dmm. Clearly, the Co-rich particles do not crystallize in the expected 
hep bulk structure, the best agreement being obtained for a polytetrahedral 105-atoms model (see 
[4]) with a dmm equal to 0.263 nm. On the contrary and in agreement with the HRTEM results, 
ColRh3 particles crystallize in the fee structure although with sUght disorder. Indeed, the best 
fit was obtained with a model containing a mixture of perfect and faulted fee particles, with dmm 
equal to 0.269 nra. Investigating the various compositions showed two main features. First, 
increasing the Rh content leads to more compact atomic organization. Secondly, the dmm bond 
lengths in the bimetallic particles are always quite higher than expected from the Vegard's law 
that applies very well in the bulk alloy. This last feature could be attributed either to the 
difference in the respective weights of Co and Rh in the scattering of x-rays, but also to a 
rhodium enriched core of the particle. Indeed, core atoms are more heavily linked than surface 
atoms and their contribution to the first metal-metal bond length should be higher. Previous 
investigations using extended x-ray absorption fine structure, [5], and more recent ones [6], 
evidence in these particles a strong tendency for cobalt to oxidize compared to Rh. Although not 
a definitive clue, this tendency is coherent with a rhodium core in the particles. New studies have 
been performed using EFTEM, but on bigger particles in order to obtain a significant signal. 
Figure 2 presents three filtered images of the same group of particles. The first one, which 
corresponds to the so-called zero-loss image (taken with the elastically transmitted beam), 
already presents an important contrast inside the particles: dark nuclei surrounded by greyer 
areas are clearly distinguished. This contrast is an amplitude contrast, which arises from different 
sources and in particular the thickness, the nature of the elements and the structural orientation. 
The Rh and Co chemical maps, respectively obtained by filtering around the Rh-Mis and the Co- 
L23 edges, clearly reveal the Rh-rich nature of the nuclei while cobalt atoms are spread all around 
these nuclei, although we cannot rule out the presence of Co in the particle core. This direct 
evidence for cobalt surface segregation has however been obtained in particles stabiUzed by a 
ligand instead of a polymer and this ligand could present a higher affinity with cobalt, so 
attracting this element towards the surface. Moreover they are larger than the previously studied 
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Figure 2. EFTEM images of Co3Rhl particles synthesized in HDA. From left to right: zero-loss 
image, Rh map and Co map. 

Atomic scale simulation 

In order to ultimately resolve the chemical order and possible surface Co segregation on these 
2 nm large CoRh particles, an n-body interaction model derived within the second-moment 
approximation of the tight binding model, well suited to describe the electronic structure in 
transition metals, has been developed [7]. A full description of this interaction model will soon 
be reported. Briefly, in this model the total energy for an atom / is given by: 

J -2,,;(-J'   -1) 1 -p.j(- 

(1) 

where the r^j are fixed normalizing distances, the nearest-neighbor distances of the pure metals 

(i=j) and their mean value (i^^j) and r^j is the distance between atoms / and;. The first term, the 

n-body one, describes the electronic band energy while the second term, a pair one, characterizes 
the short-range core electron clouds repulsion. The 12 parameters ^^, A.j, p-j and q.j are fitted 

so that the potential suitably reproduces different characteristics of the studied material. The 2x4 
parameters {i=j) describing the homo-atomic interactions were taken from [8]. The 4 remaining 
hetero-atomic parameters (19^/) were fitted, with the Merlin 3.0 optimization software [9], on ab 
initio DFT-GGA cohesion energies and unit-cell parameters results [10] of different chemically 
ordered alloys with various compositions (Co3Rhl, ColRhl and ColRh3). This pecuHar choice 
of the fitted data was made in order to ensure a good representation of chemical and structural 
behavior of the alloy as a function of its composition. Since surface effects play a crucial role in 
the studied nanoparticles simple low index surface excess energies have been calculated with the 
obtained model. As they compare very well with the ab-initio ones [10] the degree of confidence 
one can have on the model seems reasonable. Further tests including other relevant energies 
(dissolution, vacancy and antisite) are in progress. 
Quenched molecular dynamics and simulated annealing Monte-Carlo Metropolis (MCM) runs 
with atomic exchanges and relaxations have been performed on a wide range of clusters with 
different sizes and compositions. In this paper, our aim is mainly to check the chemical 
distribution inside the particles, so that we will only discuss the results obtained by MCM. Figure 
3 shows a comparison between the potential energies of three 420-atom Co3Rhl clusters 

192 



Co3Rh1  (300K) 
-4,22 

1-4.24 

25-4.26 
Q) 
C 

LU 

ra-4.28 

(U 

S. -4.3 

-4.32 
0       100     200     300     400     500     600    700 

Monte Carlo step (xlO^) 

Figure 3. Potential energy vs MCM step (exchange -I- relaxation) for 420-atom Co3Rhl particles 
with different initial chemical distributions. Note that the potential energy of the disordered and 
Co core particles converge towards that of the Rh core, which remains essentially unchanged. 
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with hep structure. It shows that, during relaxation, the three clusters with initial Co core, Rh 
core and random chemical organizations reorganize in order to present the lower potential 
energy: that of the Rh-core particle. This result perfectly agrees with the experimental results 
obtained by EFTEM on the hep particles with same composition. Figure 4 repoits the final 
distributions of Rh and Co atoms in the particles with different compositions after relaxation. 
Clearly, a cobalt surface segregation is observed in all samples. This tendency is therefore 
obtained through both modeling and experimental approaches, which definitely reinforces the 
confidence that one can put on single evidences. 
Segregation in an AB alloy is usually described as resulting from three competing different 
driving forces, namely: i/ the excess surface energies, ii/ the atomic sizes and iii/ the alloying 
effect. This last driving force is ineffective here to induce segregation as CoRh forms a 
continuous series of bulk solid solutions. Due to a slightly lower Co surface energy, cobalt 
surface segregation should be expected while the bigger size of Rh atoms should favor Rh 
surface segregation when they are in minority. The two first driving forces therefore compete in 
Co3Rhl particles. Our resuhs conclude to a predominance of the surface energy driving force. 
Interestingly some cobalt is always encountered at the very center of the Co-rich particles. 

CONCLUSION 

Structural investigation of ultrafine CoRh bimetallic particles has been successfully performed 
using a wide range of dedicated techniques. A structural evolution from a non-compact 
polytetrahedral structure in Co-rich particles towards the fee structure in Rh-rich ones has been 
pointed out. Both experiments and atomic scale simulations provide clear evidences for cobalt 
surface segregation, highly favorable for magnetic moment exaltation. 
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Figure 4. Atomic organization in 420-atom particles with different compositions obtained after 
Monte-Carlo Metropolis relaxation at 300K. Top: general view of the particles; middle: cross- 
sections of the particles, bottom: line profile as a function of the distance to the particle center. 
Black balls Co, grey balls Rh. 
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ABSTRACT 

Intensive research is currently underway to exploit the intriguing optical and electronic 
behaviour of nano-sized particles. The basis of the unique properties of these particles is the 
smallness of their size; dimensions on the nanometre scale can result in interesting quantum 
mechanical phenomena, such as Coulomb blockade. There are currently a number of ways by 
which the nanoparticles can be deposited onto solid substrates. Here, we report on the use of the 
layer-by-layer electrostatic method, which has shown much promise in the context of deposition 
of thin fdms of certain organic materials. In this technique, layers of oppositely charged 
materials are generated by dipping an appropriate substrate into solutions of polyelectrolytes. For 
example, the polybases poly(ethyleneimine) (PET), when adsorbed on a substrate, produce a 
positively charged surface. We have deposited carboxylic acid (-COOH) derivatised gold 
nanoparticles onto a PEI-coated silicon substrate and an amine funtionalised silicon substrate. 
The distribution of the gold nanoparticles was compared using atomic force microscopy. 

INTRODUCTION 

Nanoparticulate materials of semiconductors [1,2] and metals [3, 4] are currently the focus 
of intense research. The physical properties of such small-scale structures can be tailored for 
particular applications. For example, their electronic and chemical behaviour can be changed 
simply by controlling the particle size. Nanoparticles also provide useful building blocks from 
which complex molecular architectures can be built. In the field of microelectronics, the 1-20 nm 
scale length that is typically associated with nanoparticles paves the way for achieving high 
device densities. Quantum mechanical effects, such as Coulomb blockade, may also be exploited 
in device structures such as the single electron transistor [5]. 

We have recently demonstrated the use of gold nano-particles in the fabrication of memory 
devices [2]. The encouraging aspect of this work was that the deposition of the gold nano- 
particles was carried out at room temperature, both by the Langmuir-Blodgett as well as via 
chemical routes. Attempts have been made in the past to utilise nano-crystallites of silicon to 
build memory devices (Tiwari et. al [6 ]). However, the nanoparticle deposition was canried 
out at high temperatures. 

* Present address: Department of Ceramic and Materials Engineering, The State University of New Jersey 
607 Taylor Road, Piscataway, NJ 08854-8065, USA 
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An alternative to silicon-based technologies (which generally requires operation at high 
temperatures) is to use organic materials. The devices generated from such materials can be 
inexpensive, manufactured on flexible and cheap substrates and scalable. For example, 
pentacene can be used as a substitute for amorphous silicon in making thin film transistors. 
Therefore, it is important to look for a technique which can help attach metal or semiconductor 
nano particles to these organic materials.   In this report, we investigate the use of the polymer 
polyethyleimine (PEI) to deposit nano-particles to any surface. In addition, we investigate an 
amine terminated silicon surface to which gold nano-particles can be attached. In these two 
techniques, the distribution of the attached gold particles and the particle density have been 
studied. 

EXPERIMENTAL DETAILS 

The gold particles used in this work were prepared using a chemical route and details of the 
preparation can be found elsewhere [6]. The surface of Au particles (i.e the acid -COOH group) 
is negatively charged, allowing them to attach to a positively charged surface. Two different 
methods were used to prepare the positively charged surface. 

In the first method, polyethyl(imine) (PEI) was used to charge the substrate layer. 1 mg of 
PEI was dissolved in 1 ml of tris(hydroxymethyl)aminometane, C4H11NO3 (tris), buffer solution.. 
To this, a definite quantity of hydrochloric acid was added to bring the solution to a pH of 6.5. 
A number of substrates (namely Si with a thin oxide, glass, pentacene on glass) were soaked in 
this solution for 10 minutes. At the end of this time, the substrates were dried with a nitrogen 
gun. 

The alternative approach used in our work was to functionalise the surface of the substrate. 
A 10 % silane solution (1 ml of 3-aminopropyltriethoxysilane in 9 ml toluene) was prepared in a 
small sample vial. The solution was kept in a nitrogen ambient. The silicon substrate was then 
placed in this solution for 1 hour (and in the nitrogen ambient). The substrate was subsequently 
washed in a toluene solution and then sonicated in toluene and dichloromethane solution for 2 
minutes each. This process was repeated twice to remove all unwanted materials from the 
surface of the substrate. The funtionalised substrate was dried with nitrogen. Finally, the 
substrate was held under running deionised water for 2 minutes (to encourage the charging of the 
amino group) before being exposed to the nanoparticle solution. 

The gold nanoparticles were deposited by dipping the substrate into a solution of acid (ie - 
COOH) derivatised Au-nanoparticles. The gold nano-particles (negatively charged) and the 
positively charged substrates surface mutually attract if the pH of the nanoparticle containing 
solution is adjusted correctly. Atomic Force Microscopy (AFM) was used to study the resulting 
surfaces. 

RESULTS AND DISCUSSION 

The schematic diagram of functionalised gold particles is shown in figure 1. These consist of 
a metallic gold core of an average diameter of 5 nm, as determined by transmission electron 
microscopy, figure 2. The particles are soluble in methanol and do not coagulate. 
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Figure 1. Schematic diagram of functionalised gold nano particles. 

Figure 2. Transmission Electron Microscope Image of the gold nano-particles. 
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The silicon substrate was kept in the PEI solution for 10 minutes and dried with nitrogen 
Figure 3 shows an AFM image of the PEI coated Si substrate. This reveals that the Si substrate is 
fully covered with PEI and exhibits a degree of roughness. The PEI polymer is soft and its 
smearing effect can be seen in the AFM image. This image was taken in the contact mode of the 
AFM. 

Figure 3. AFM images of polyethylimine coated Si substrate. 

Figure 4 shows an AFM image of the gold nano-particles deposited on the amine terminated 
silicon substrate. It is evident from the image that the gold nano-particles are deposited densely 
on the substrate. In contrast, figure 5 shows gold deposited particles on the PEI covered silicon 
substrate. The image shows that the attachment of the gold nano-particles is not as dense and 
uniform as the amine terminated surface.   This was found to be the case for all the samples we 
have examined. It has been suggested by Schmitt et. al [8] that PEI is in the form of coils on the 
surface of a substrate. This may lead to non-uniform distribution of surface charges and hence 
the observed distribution of the gold particles. 
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(a) 

(b) 

Figure 4. AFM image of the gold particles deposited on (a) amine terminated silicon surface (b) 
PEI covered silicon subtrate. 

We have made attempts to increase the density of the nanoparticles by using alternate layers of 
positively (PEI) and negatively charged layers poly(ethylene-aft-maleic acid) (PMAE). Figure 5 
shows the AFM images of gold particles deposited on single PEI layer, figure 5(a), and on a 
three layer multilayers architecture with the PEI on the top, figure 5(b). 
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Figure 5. AFM images of gold particles on (a) single PEI layer and (b) a three layer 
PEI/PMAE/PEI structure.. 

In the latter case, the gold nano-particles seem to be less aggregated on the surface. This may be 
due to the straightening of the PEI layer by the PMAE. 

In summai-y, we have investigated the attachment of acid derivatised gold nano particles to 
amine terminated silicon surface and PEI surfaces. The results may be relevant in the realisation 
of memory devices using metallic or semiconductive nanoparticles. For example, the amine 
terminated surfaces (Figure 4 (a)) have been used to make organic and silicon hybrid memory 
devices [6]. 
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Seeded and Non-Seeded Methods to Make Metallic Nanorods and Nanowires in Aqueous 
Solution 

Tapan K. Sau and Catherine J. Murphy 

Department of Chemistry and Biochemistry, University of South Carolina, Columbia, SC 29208. 

ABSTRACT 
Gold and silver nanorods/wires of different dimensions were obtained by wet-chemical 

seeded and non-seeded growth methods. 

INTRODUCTION 
Considerable attention has been attracted to prepare nanomterials confined in various 

dimensions to harvest their unique size- and shape-dependent physicochemical properties such as 

optical, electronic, electrical, magnetic, catalytic, etc. for their potential applications in 

nanodevices.' We have reported^ the synthetic methods for the production various aspect ratio 

Au and Ag nanorods and nanowires. Here we describe in addition to so-called 'seed-mediated' 

process, 'non-seeded' processes to synthesize Au and Ag nanorods and nanowires. We explore 

the effects of variation of [Au'*]/[seed] ratio and surfactant on the seeded Au nanorod 

preparation, and two new one-pot synthetic methods for the preparation of Au nanorod and Ag 

nanorod/wires. 

EXPERIMENTAL 

HAUCI4.3H2O, 1-Ascorbic acid (AA), cetyltrimethylammonium bromide (CTAB), tri- 

sodium citrate, and silver nitrate were used as purchased (Aldrich). 

A lOmL solution of Au seed particles was prepared by the reduction of 2.5 x 10"" M 

HAUCI4.3H2O by 4.0 X lO" M ascorbic acid containing 2.5 x 10"* M tri-sodium citrate. The seed 

solution was used between one and two hour after its preparation. 

Typically appropriate amount of such as 0.125 mL 0.01 M HAUCL1.3H2O, 0.020 mL 0.1 M 

ascorbic acid (AA), and finally seed particles were added one by one to a given quantity of 0.1 M 

CTAB solution. The reaction mixture was gently mixed (by inversion of test tube) after addition 

of each reactant. The reversal in the order of addition of ascorbic acid and seed particles did not 

give rise to any noticeable change. Addition of the yellow solution of HAuCU.BHaO to the 

CTAB solution led to a brown-yellow color. The brown-yellow color disappeared on the addition 

of ascorbic acid. 
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In the one-pot synthesis of Au nanorods, appropriate quantity of silver nitrate was added 

to a solution containing desired amount of CTAB, HAUCI4.3H2O, and AA. In a typical 

experiment, 0.030 mL silver nitrate (0.01 M) was added to a solution containing 4.8 mL CTAB 

(0.1 M), 0.200 mL HAUCI4.3H2O (0.01 M), and 0.032 mL AA (0.1 M). The reaction mixture 

was gently mixed after the addition of silver nitrate. A good yield of short aspect ratio rods were 

obtained in the range roughly between 3.0 x lO"* M and 6.0 xlO"* M HAUCI4.3H2O, and 6.0 x 10" 

'' M and 8.0 xlO'"* M AgNOs for 0.1 M CTAB. One-pot synthesis of silver nanorods/wires 

involves boiling of aqueous AgNOs with trisodium citrate in the presence of small quantity of 

NaOH.^ 

Au nanorods were obtained as usual by centrifuging the sample solution twice and re- 

dispersing the desired solid residue in DI water. No separation by centrifugation is required for 

silver nanowires/rods. TEM grids were prepared by casting a drop of the solution and drying the 

drop in air. TEM images were obtained on a Hitachi H-8(XX) and JEOL electron microscope. 

UV-Vis-NIR spectra of the samples were obtained by a Varian Cary 500 Scan UV-Vis-NIR 

spectrophotometer. 

RESULTS AND DISCUSSION. 

Seeded Au Nanorods. 

[Au''*]/[seed] ratio and [CTAB] have important roles in determining the rod-length, 

width, and the yield. Here we explore these parameters one by one. Fig. 1 shows the Vis-NIR 

absorption characteristics of the samples containing rods of different average lengths. With the 

decrease in the number of seed pjirticles longer rods are formed which is evident from the red 

shift of the peak position for longitudinal surface plasmon oscillations. Fig. 2 summarizes the 

effects of variation of [ Au^*] and [seed] on the rod-length, width, and the average diameter of the 

coexisting spheres. The rod-length, width, and the diameter of the coexisting spheres increase 

with the decrease in [CTAB]. The effect is more pronounced when [Au^*] is more. 
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CTAB is not only an indispensable constituent in the rod formation, variation in its 

concentration has profound effect on it too. The rod-length and yield diminish with a decrease in 

[CTAB] for a given [Au'"']/[seed] ratio, whereas the width of the rod and the diameter of the 

coexisting spheres increase slightly (Fig. 3). It is believed that both transverse and longitudinal 

growths occur simultaneously but with different rates due to the different interaction energy of 

CTAB molecules at different faces of the seeds/rods and the competition for the surface by Au" 

and CTAB molecules.^''''' The transverse growth could be more in the presence of smaller 

quantity of CTAB, since the lateral faces of the rod are less well protected under these 

conditions. Similarly the bi-layer formation by the CTAB is possibly disturbed with the falling 

concentration of CTAB thus decreasing the rod-length and yield.^'''' 
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"Non-Seeded" Au nanorods. 

Au nanorods of small aspect ratio can be obtained without the use of so-called seed 

particles following a slightly different one-pot synthetic protocol. When silver nitrate was used in 

place of Au seed particles, such short rods appeared over a small window of [Au *] and [Ag''] 

range for a particular [CTAB] (Fig. 4). Interestingly when AgNOa was added before the addition 

of AA, there was practically no formation of particles. We believe that addition of silver nitrate 

into the AA containing solution results in the formation of Ag" by the reduction of Ag* by AA 

and thereby small silver particles formed in situ act as seeds for the development of gold 

particles. In fact, the formation of silver particles could be detected by naked eyes if a 

concentrated solution is used. In the absence of AA, silver nitrate may form AgBr in CTAB, 

which dissolves deep into CTAB micelles being unavailable for the further reaction. The 

formation of Au nanorods over a window of [Au'*] and [CTAB] suggest again that a suitable 

Fig.4. TEM image of Au nanorods obtained by non-seeded method. Conditions: [Au *]=4.0xl0" 

M; [AA]=6.4xlO"'' M; [CTAB]=0.1 M and 6.0x10"' M. The scale bar= 100 nm. 
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supply rate of Au° to the seed particle and proper local environment are necessary for rod 

formation. 

"Non-Seeded" Ag Nanowires/rods 

An extreme example of a non-seeded approach to modify silver nanowires is given in our 

recent report.'' In that preparation, silver nitrate, trisodium citrate, and sodium hydroxide boiled 

together with no preformed seeds at all, resulting in Ag nanowires that are about 30 nm in 

diameter and up to 10 micron long. 

Kinetics of RodAVire Development 

In an attempt to follow the evolution of nanorods/wires, kinetic studies were carried out. 

The time required to develop the rod completely depends on the [Au'*] and [seed] for a 

particular [CTAB]. Fig. 5 shows the TEM images taken during the initial period of Au nanorod 

development. Here underdeveloped rods could be found even up to about 15 min of their 

evolution. The rod length/width, as expected, increased with time. The TEM images in Fig. 6 

show the evolution of silver wires from the initial small silver particles to small rods and finally 

to wires. 

-^7T| 
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Fig 5. Representative TEM images at various stages of Au nanorod evolution by seeded 
growtli method. Conditions: [Aun=l.25x10■* M; [Ausccd]=2.5xl0"* M ; [AA]=2.0xlO'' M 
and [CTAB]=0.1 M. A=5 min; the scale bar equals to 100 nm; B=10 min; scale bar=500 nm; 
and C=45 rain; scale bar=500 nm. 
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Fig 6. Evolution of silver nanowire/rod. TEM pictures are taken at A: 10 min after the start 
of boiling of the reaction mixture, which was right before the addition of second batch of 
silver nitrate; B: 5 min; C: 20 min ; D: 30 min; and E: 60 min after the addition of second 
batch of silver nitrate. Conditions: see ref 3.The scale bar=500 nm. 
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CONCLUSION 

Both seeded and non-seeded one-pot syntheses can produce gold and silver nanorods and 

silver nanowires, and in addition to the length and width of the rods/wires, their appearance and 

yield can be varied by the manipulation of reaction conditions. 
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ABSTRACT 

The application of molecularly-capped gold nanoparticles (1-5 nm) in catalysis (e.g., 
electrocatalytic oxidation of CO and methanol) requires a thorough understanding of the 
surface composition and structural properties. Gold nanoparticles consisting of metallic or 
alloy cores and organic encapsulating shells serve as an intriguing model system. One of the 
challenges for the catalytic application is the ability to manipulate the core and the shell 
properties in controllable ways. There is a need to understand the relative core-shell 
composition and the abiUty to remove the shell component under thermal treatment 
conditions. In this paper, we report results of a thermogravimetric analysis of the 
alkanethiolate monolayer-capped gold nanoparticles. This investigation is aimed at 
enhancing our understanding of the relative core-shell composition and thermal profiles. 

INTRODUCTION 

Catalysis plays a vital role in chemical processing, environmental protection and fiiel cell 
technology. The use of gold nanoparticles as catalysts has attracted increasing interest 
recently [1-4], due to the pioneer work of Haruta [5] who demonstrated the high catalytic 
activities for CO and hydrocarbon oxidation at metal oxide supported gold nanoparticles of 
less than -10 nm. We have recently shown that the preparation of nanoscale gold catalysts 
can be achieved using alkanethiolate monolayer-capped nanoparticles. These nanoparticles 
consist of metal or alloy nanocrystal cores with organic molecular wiring or linkage shells 
that aid to define the interparticle spatial property [6-8]. This approach to the nanoparticle 
preparation and processing is useful because it allows us to address many of the fundamental 
issues related to size, shape, aggregation, poisoning, and surface engineering of nanoparticles 
in catalysis (e.g., fuel cell catalysis). 

To exploit the catalytic properties of the core-shell type nanoparticles, we need to 
establish effective means to remove the organic shell while making the nanocrystal core's 
morphological properties under control. The focus of this work is to assess the relative core- 
shell composition and thermal profile in thermal treatment of the core-shell gold nanoparticle 
catalysts using thermogravimetic analysis (TGA) technique. We studied Au nanoparticles of 
~2 nm core sizes (Au2-„ni) capped with decanethiol (DT). The results provide information for 
us to assess thermal activation parameters. 
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EXPERIMENTAL 

Chemicals. Major chemicals included decanethiol, (DT, 96%), hydrogen 
tetracholoroaurate (HAuCU, 99%), tetraoctylammonium bromide (TOABr, 99%), sodium 
borohydride (NaBH4, 99%), toluene (Tl, 99.8%), hexane (Hx, 99.9%), ethanol (EtOH) and 
methanol (MeOH, 99.9%). All chemicals were purchased from Aldrich and used as 
received. Water was purified with a Millipore Milli-Q water system. 

Synthesis. Gold nanoparticles of 2-nm core size (Au2-nm) encapsulated with 
decanethiolate (DT) monolayer shell were synthesized by Schiffrin's two-phase protocol [9]. 
Briefly, AuCW was first transferred from aqueous HAuCU solution to Tl solution by phase 
transfer reagent TOABr. Thiols (e.g., DT) were added to the solution at a 2:1 mole ratio 
(DT/Au), and an excess of aqueous NaBHt was slowly added for the reaction. The produced 
DT-encapsulated Au nanoparticles were subjected to solvent removal via rotary evaporation, 
and cleaned using ethanol 5 times. DT-capped gold nanoparticles with a core size of ~5-nm 
(Aus.nm) were also studied, which were produced by a thermally-activated processing route 
developed in our lab [10]. 

Instrumentation. Thermogravimetric analysis (TGA) was performed on a Perkin-Elmer 
Pyris 1-TGA. Typical samples weighed ~4 mg, and were heated in a platinum dish. Samples 
were heated in either N2 or O2 from 55-500 °C at rates ranging from 5-20 °C/min. 

Transmission electron microscopy (TEM) was performed on Hitachi H-7000 Electron 
Microscope (100 kV). The nanoparticle samples dissolved in hexane or toluene solution 
were drop cast onto a carbon-coated copper grid sample holder followed by natural 
evaporation at room temperature. 

Electrochemical measurements were perfoiTned using an EG&G Model 273A 
potentiostat. A three-electrode cell was employed, with a platinum coil as the auxiliary 
electrode and a standard calomel electrode (SCE) as the reference electrode. 

RESULTS AND DLSCUSSION 

Alkanethiolate monolayer-capped gold nanoparticles with 2-6 nm core diameters have 
been extensively characterized. Figure 1 shows a representative TEM micrograph for the 
DT-capped gold nanoparticles synthesized by the Schiffrin's two-phase protocol [9]. A size 
analysis of the nanoparticles in the TEM micrograph yielded 2.0 ± 0.5 nm for the diameter of 
the nanoparticle cores. The well-isolated individual nanocrystal character and the average 
interparticle edge-to-edge distance are consistent with the presence of the DT capping shells 
on the gold nanocrystals. 
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Figure 1: TEM micrograph of decanethiolate-capped gold nanoparticles (2.0 ± 0.5 nm). 

Figure 2 shows a representative TGA curve for DT-Au2-nni-   The experiment was run 
from 55 to 500 "C at 10 "C/min rate in oxygen atmosphere. 
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FJEure 2: TGA profiles for DT-Au2.„m heated from 55°C-500 °C at 10 °C/min in oxygen. 

The TGA curve clearly shows that the removal of the organic shell starts at -180 °C, 
and is complete at -350 "C. The assessment for the complete removal is consistent with 
our XPS data for the nanoparticles after the thermal treatment, which showed the absence 
of detectable sulfur species [8]. In the thermal profile, the additional mass change (-2%) at 
270-350 °C is currently under investigation. Possible sources could include residual carbon 
and traces of TOABr in the nanoparticle sample [13]. 
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Table 1: A Comparison of theoretical and experimental weight percentage of organics for 
DT-Au;,iim nanoparlicles  

Organic (wt.) % 
Nanoparticle       Size (nm) n m Theoretical Experimental 
DT-Au;.,.„, 2.0 + 0.5 293       87 2\ 22  

n= number of Au atoms per nanoparticle, m= number of capping thiolates per nanoparticle 

The mas.s change percentage determined from the TGA curve is 22%. In Table 1, a 
comparison is made between the theoretical and experimental weight percentages for DT- 
Au2.„m nanopaiticles. The experimental value is in close agreement with the theoretical 
value (21%). The theoretical value is obtained from model calculations. The mode! 
calculation can be based a simple spherical model for the core-shell Au nanoparticles, or a 
truncoctahedron model [13]. In the simple spherical model, we calculate the number of 
gold atoms and the number of capping thiolates using the average particle diameter and the 
average surface coverage of thiolates. In the truncoctahedron model, which is a more 
realistic description of the Au nanocrystal cores capped by alkanethiolate shells [9, 13-15], 
we calculate the number of gold atoms and the number of capping thiolates using available 
literature data [13-15]. By analyzing the existing literature data, we obtained the number of 
Au atoms («) and for the number thiolates (m) for the nanoparticle in the general formula, 
(Au)n(RS)ni. For DT-Au2-nm of 2-nm core diameter, the calculated n and m are listed in 
Table 1. These values allowed us to calculate the organic weight percentage based on the 
following equation. 

Or8anic(%) = ^^ll^ME-i x 100 
[im)(MW,,) + (n)(MW,J] 

Our experiment has shown that extensive cleaning of the nanoparticles using ethanol is 
important in obtaining the expected weight percentage. A series of TGA measurements 
using different particle core sizes and different chain lengths for the capping alkanethiolates 
is in progress for assessing the core-shell composition. 

We have also used in-situ AFM technique to probe the thermal activation of the 
DT-Au2.„m nanoparticles assembled on planar substrates using molecular linkers [8]. The 
data, together with XPS and FTIR data, has evidenced the removal of the organic 
shells/linkers with controllable local aggregation of the nanoparticle cores. The data are 
comparable with those after removal of organic shells/linkers using electrochemical method 
[16]. 

The electrocatalytic data for the nanoparticle catalysts activated under anodic potential 
polarization (electrochemical activation) and 250-300 "C treatment (thermal activation) in 
methanol oxidation reaction are compared. The results are consistent with our recent report 
[8] on NDT-Au2-nii/glassy carbon electrode after electrochemical and thermal activation 
treatments for the electro-oxidation of methanol in 0.5 M KOH electrolyte. The nanoparticle 
assembly followed a one-step "exchange-crosslinking-precipitation" method recently 
developed in our laboratoi^ [11]. The thickness of each thin film (~5 layers) was controlled 
by immersion time [lib].  The results are for the 2-nm gold nanoparticle catalysts that are 
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either thermally activated (by heating at 250 C for 30 minutes in oxygen) or 
electrochemically activated (by potential polarization to +800 mV vs. SCE). For the 
electrooxidation of methanol in alkaline medium, the thermally-activated catalysts showed a 
higher current density (~2x) than its electrochemically-activated counterpart. Also, the 
oxidation potential is slightly less positive than that for the electrochemically-activated film. 
The electrocatalytic oxidation vi'as characterized by a large anodic wave at -1-250-270 mV 
[6,7]. Our recent XPS results have shown that the thermally activated DT-Au2-nm catalysts 
have undetectable levels of sulfur upon activation, with only a small percentage of oxygen 
[8]. In comparison with the thermally-activated catalysts, the electrochemically-activated 
catalysts showed the presence of a higher levels of oxygen (~7 %) and sulfur (-0.7 %) [16]. 

CONCLUSION 

The experimental results have demonstrated that the organic shell weight percentage for 
the alkanethiolate monolayer-capped gold nanoparticles can be determined by TGA 
measurements. The determined organic weight percentage is in close agreement with 
theoretically-calculated percentage based on a truncoctahedron model for the 2-nm sized 
nanoparticle core and a dense packing model for the alkanethiolates. Our experiments have 
also shown that the electrocatalytic activity of the thermally-activated gold nanoparticle 
catalysts towards methanol oxidation is higher than that obtained with electrochemically- 
activated gold nanoparticle catalysts. Our on-going work is further addressing issues related 
to the correlation of the catalytic activity with the relative core-shell compositions and 
structures. 
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ABSTRACT 

We fabricated the multi-color electroluminescent (EL) device using hydrofluoric (HF) acid 
solution treated and oxidized silicon (Si) nanoparticles. Strong red luminescence was obtained 
from the HF treated Si nanoparticles based EL device under a low forward bias of 4.0 V. On the 
other hand, green and blue luminescence, which could be seen with naked eye under room 
illumination, was observed for the oxidized Si nanoparitcles based EL device at the forward bias 
below 9.5 V, because of reduction of size due to oxidation onto the Si nanoparticle surface. 
Furthermore, the red/green/blue lights showed good stability for aging of a long period of time in 
air by the formation of oxidized layer on the surface. These results indicate that the EL devices 
developed in this study can realize as application to future flat panel display. 

INTRODUCTION 

Silicon (Si) nanoparticles are useful candidate materials for development of new flat panel 
displays including electroluminescent (EL) display and field emission display, because it exhibits 
high efficient photoluminescence [1] and injection-type EL [1] at room temperature. Recently, 
some research groups have been developed a multi-color EL devices using porous silicon and Si 
nanoparticles as an application to Si-based display device [2-4]. The EL devices show 
red/green/blue luminescence in N2 atmosphere [2]. However, they have been demonstrated low 
efficiency and unstable luminescence in air. The low efficiency and the poor stability for their 
luminescence is caused by the re-formation of high-density Si dangling bonds, which is a 
non-radiative recombination center, onto the Si nanoparticle/SiOa layer interface, because the Si 
nanoparticle surface has most unstable passivation in air. Moreover, the EL devices require the 
high voltage above 10.0 V, because of formation of thick oxidized (SiOa) layer on the surface 
[3,4]. 

From above feature of the multi-color EL devices, it is necessary to reduce the Si dangling 
bonds and the Si02 layer on the surface. They can be improved by the hydrofluoric (HF) acid 
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solution and the oxidation techniques. The HF treatment leads to decrease of Si dangling bonds 
by hydrogen termination. And, the oxidation treatment leads to formation of SiOi layer as stable 
passivation, and reduction of size, which is directly related to luminescent color. 

In this paper, we fabricate the EL devices using HF treated and surface oxidized Si 
nanoparticles (HF treated and oxidized EL devices) to realize the Si-based EL display, which has 
high brightness, good stability, low voltage and full color. Moreover, we report surface 
compositional of Si nanoparticles, and luminescent and electrical properties from the EL devices. 

EXPERIMENTAL DETAILS 

The Si nanoparticle based multi-color EL devices were fabricated by manufacturing 
process as shown in Fig. 1. First, the formation of Si nanoparticle, which was used as luminous 
layer of EL device, was carried out. Substrate was used p-type Si (100) with resistivity of 2-9 
Qcm. The Si nanoparticles were formed in the Si02 layer with thickness of 3 \xm by 
co-sputtering of Si and SiOa targets and subsequently annealing at 1100 °C for 60 rain (Fig. 1(a)) 
[5]. The Si nanoparticles with approximately 2.5 nm average sizes were confirmed by using high 
resolution-transmission electron microscope (HRTEM) measurement. The Si nanoparticles, then, 
were treated in HF acid solution for 60 min to remove thick Si02 layer on the surface after 
annealing (Fig. 1(b)). The film thickness of the HF treated sample was reduced to approximately 
1 i^m by the etching of Si02 layer. And, the Si nanoparticles were uniformly dispersed on surface 
of the sample. After the HF treatment, the Si nanoparticles were carried out the thermal oxidation 
to vary the size, which is closely related to the luminescent color (Fig. 1(c)). The thermal 
oxidation was carried out to some HF treated samples. The HF treated Si nanoparticles were 
oxidized by annealing at 600 °C and 900 °C in oxygen gas atmosphere for 30 sec. Next, the 
formation of top and bottom electrodes to the luminous layer was carried out (Fig. 1(d)). The 
indium tin oxide (ITO) electrode with scale of 2x2 mm and thickness of 200 nm was deposited 
by radio frequency (RF) sputtering technique on the surface of luminous layer. Ohmic contact 
with thickness of 70 nm onto back side of the Si substrate was formed by the evaporation of 
aluminum (Al) film. The ITO and the Al electrodes, then, were respectively connected with lead 
wire in silver (Ag) paste to apply the voltage between two electrodes of the EL device. 

SI nanoparticle SiOz layer 

(b) (c) 

Figure 1. Schematic illustration of manufacturing process for EL device. 

222 



The surface compositional, the luminescent and electrical properties of the EL device were 
characterized by using FT-IR, EL, current-voltage (I-V) measurements. The oxidation on Si 
nanoparticles surface was confimied by using the FT-IR spectroscopy. The luminescence spectra 
were detected by using a photonic multichannel analyzer (Hamamatsu M5098) and were 
measured by applying the voltage up to ±20.0 V at room temperature. The /-K characteristics of 
EL device were measured by applying the vohage up to ±20.0 V at room temperature. The 
forward bias condition corresponds to the case in which a negative voltage is applied to the ITO 
electrode with respect to the Al electrode. 

RESULTS AND DISCUSSION 

Figure 2 shows the /- V characteristics of the HF treated and the oxidized EL devices in 
linear scale. These EL devices showed a rectifying behavior. The threshold forward voltage of 
current for each EL device was increased with an increase of the oxidation temperature. The HF 
treated EL device and the oxidized EL devices at 600 °C and 900 °C was at threshold voltage of 
4.0 V, 9.0 V and 9.5 V, respectively. The light emission from these EL devices was observed by 
applying the forward bias above this threshold voltage. 

Figure 3 shows the luminescence spectra for the EL devices used in Fig. 1. The HF treated 
EL device exhibited the strong and stable red luminescence with a peak of 670 nm in air [1]. On 
the other hand, the luminescent color from the oxidized EL device strongly depended on the 
oxidation temperature. The oxidized EL devices at 600 "C and 900 °C emitted green light at 560 
nm and blue light at 410 nm, respectively. The greenAlue luminescence could be strongly and 
stably seen with naked eye in air. 
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Figure 2. I- V characteristics of the HF treated 
and the oxidized EL devices. 

Figure 3. Liiminescene spectra of the HF 
treated and the oxidized EL devices. 
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Figure 4. FT-IR spectra of the luminous 
layer in the HF treated and the oxidized EL 
devices. 
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Figure 5. Correlation between (a) IR absorption 
intensity ofSi-0-Si (1070 cm'') (b) threshold voltage 
and (c) luminescence intensity for red, green and 
blue light emitted EL devices. 

Figure 4 shows the FT-IR spectra for the luminous layer in EL devices used in Fig. 2. The 
IR absorption peaks around 640, 810, 900, 1070 and 2100 cm'' were observed for the HF treated 
Si nanoparticles as shown in Fig. 4(a). The peaks around 640, 900 and 2100 cm'' were 
attributable to Si-H, wagging mode, Si-H2 scissors mode and Si-H2 stretching mode, respectively 
[6]. And the peaks around 810 and 1070 cm"' were corresponded to Si-Oz and Si-O-Si stretching 
modes, respectively [6]. Therefore, the Si nanoparticle in the HF treated EL device is considered 
to temiinate the Si atoms on the surface with hydrogen and oxygen atoms. On the other hand, the 
oxidized Si nanoparticle at 600 °C and 900 "C showed only the peaks of Si-O: and Si-O-Si 
stretching modes, and the peaks of Si-Hx wagging mode, Si-Ha scissors and stretching modes 
were not found as shown in Figs. 4(b) and (c). These FT-IR results revealed that almost Si atoms 
on the Si nanoparticle surface in the oxidized EL device are terminated with oxygen atoms. 

Figure 5 shows the correlation between (a) IR absorption intensity of Si-O-Si (1070 cm"') 
(b) threshold voltage and (c) luminescence intensity for red, green and blue light emitted EL 
devices. The blue-shift of peak wavelength from red light to blue light was generated with the 
increase in the Si-O-Si intensity. The Si-O-Si intensity for the EL device showed green/blue 
luminescence was about 5 and 10 times higher than that of the red luminescence, respectively, as 
shown in Fig. 5(a). Moreover, the increase of Si-O-Si intensity also results in an increase of the 
threshold voltage (Fig. 5(b)). The threshold voltage from red light to green light rapidly 
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increased to about 2.3 times, while the threshold voltage from green light to blue light slightly 
increased to about 1.1 times. On the other hand, the increase of Si-O-Si intensity led to a 
decrease of the luminescence intensity (Fig. 5(c)). The intensity of green/blue luminescence 
decreased to about 1/3 and 1/5 lower than that of red luminescence. 

From the above results, it was clarified that the Si nanoparticles based EL device emits 
strong (External quantum efficiency of ~ 0.35 %) and good stable (continuous operation above 
10 days) red/green^lue light at low voltage can be achieved by relatively simple HF and 
oxidation techniques. The high efficiency and the good stable red luminescence at low forward 
bias of 4.0V was observed for the HF treated EL device. The HF treatment makes resistance of 
the EL device decrease by etching thick Si02 layer in the annealed film and the resultant 
realization of effective carrier (electron and hole) injection into the Si nanoparticles by applying 
the low forward bias of 4.0 V. Moreover, it is confirmed from electron spin resonance (ESR) 
measurement that the HF treatment also makes Si dangling bonds act as non-radiative 
recombination center at Si nanoparticle/Si02 layer interface compensate with hydrogen atoms [7]. 
Because of removal of non-radiative recombination center, the injected carrier into Si 
nanoparticles effectively flow to radiative recombination center and emits strong and stable red 
light in air. From these effects of HF treatment, the red light emitted EL device realized high 
brightness, good stability and low voltage. On the other hand, the oxidized EL device showed the 
green/blue luminescence. The thermal oxidation technique used in this study can freely control 
the size, which is closely related to the luminescent color, by the replacement of Si atoms 
existing most outside region of Si nanoparticle and oxygen atoms. In fact, it is confirmed from 
X-ray diffraction (XRD) measurement that the size is rapidly reduced with increasing the 
oxidation temperature up to 900 °C, because the increase of oxidation temperature leads to the 
increase in oxidation quantity onto the Si nanoparticle surface [8]. The oxidized EL devices at 
600 °C and 900 °C had the Si nanoparticle with average size of 2.2 nm and 1.9 nm, respectively. 
Therefore, the green/blue luminescence is caused by the reduction of size under the thermal 
oxidation process. However, the thermal oxidation technique results in the increase of threshold 
voltage and the decrease of luminescence intensity with the blue shift of luminescent color. The 
increase of threshold voltage is due to the existence of thicker SiOj layer on the Si nanoparticles 
surface by the increase in oxidation temperature, because the thickness of Si02 layer thickens to 
supply much oxygen onto the surface under the high oxidation temperature. The EL device, 
which has thicker Si02 layer, can be injected carrier into Si nanoparticles through the Si02 layer 
by applying higher voltage. Therefore, the green/blue light emitted EL devices required the 
forward bias of 9.0 V and 9.5 V, which is higher than the red light emitted one, to inject carrier 
into the Si nanoparticles. Moreover, the decrease of luminescence intensity is the influence of the 
re-formation of Si dangling bonds onto the Si nanoparticle/Si02 layer interface under the growth 
process of Si02 layer. In our experiment, the increase of Si dangling bonds with increasing the 
oxidation temperature up to 900 °C is confirmed by using ESR measurement, because of intense 
desorption of hydrogen atoms, which terminates Si dangling bonds after HF treatment, at 
temperature above 200 °C [8]. Therefore, the injected carrier into Si nanoparticles flow to both 
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radiative recombination center and non-radiative recombination center, and thereby the 
green/blue luminescence can be sufficiently seen with naked eye though the intensity of their 
luminescence weakens further than that of red luminescence. Furthermore, the good stability of 
their luminescence in air is advantageous even in the thermal oxidation technique to form SiOa 
layer, which is stable passivation. Consequently, the red/green^lue light emitted EL devices 
using Si nanoparticle fabricated in this study is useful for the development of Si-based new flat 
panel display. 

CONCLUSIONS 

We have studied surface compositional of Si nanoparticles, and the luminescent and 
electrical properties from the HF treated and the oxidized EL devices. The HF treated and the 
oxidized EL devices showed the strong and the stable red/green^lue luminescence in air under 
the forward bias below 9.5 V. The realization of multi-color luminescence with strong intensity 
and good stability is due to the reduction of size by the oxidation, and the existence of Si 
nanoparticle with low-density Si dangling bonds and SiOj layer on the surface. Consequently, 
the EL device developed in this study can be sufficiently expected for realization to future flat 
panel display. 
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ABSTRACT 

Photoluminescence (PL) of nanocrystalline Si (nc-Si) assemblies formed by thermal 
crystallization of amorphous Si/Si02 and SiO/Si02 superlattices (SLs) has been investigated at 
different temperatures and excitation conditions. The low temperature resonant PL spectroscopy 
reveals phonon-assisted excitonic recombination. At room temperature the samples formed from 
a-SiO/SiOz SLs possess relatively high PL quantum yield (~ 1%). The PL transients have non- 
exponential decay, which indicates the exciton energy transfer in nc-Si ensembles. The excitonic 
energy of Er-doped nc-Si SL structures can be almost completely transferred to Er Ions 
incorporated in SiOi matrix that results in a strong emission line at 0.81 eV. 

INTRODUCTION 

Nanocrystalline Si (nc-Si) structures fabricated by controlled crystallization of amorphous 
Si/Si02 [1] and SiO/SiOi [2] superlattices (SLs) are attractive for future electronic and optical 
applications because of their well defined structure and full compatibility with the standard Si 
technology. The structures formed from a-Si/SiOi SLs have a well-defined order in the direction 
perpendicular to the layer, but are disordered laterally due to the grain boundaries [1]. The 
electrical transport in such structures at low temperatures has been shown to be governed by 
resonant hole tunneling via quantized valence band states in nc-Si [3]. The nc-Si assemblies 
formed from a-SiO/SiOz SLs consist of 3D-arranged size-controlled Si nanocrystals, which 
exhibit rather strong room temperature photoluminescence (PL) [2]. The Er doping of nc-Si SL 
structures results in a material which can emit efficiently at 1.5 jjm [4]. In the present work, the 
PL properties of the both types of nc-Si structures are investigated under different temperatures 
and excitation conditions. We demonstrate that the excitonic energy transfer influences the 
photoexcited electron-hole recombination in nc-Si ensembles. 

EXPERIMENTAL DETAILS 

Amorphous SiO/SiOz SLs were prepared by alternating reactive evaporation of SiO powder 
in vacuum or in oxygen atmosphere on c-Si substrate (see for details [2]). The thickness of SiO 
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layers rfsio was varied from 2 to 6 nm, while the Si02 layer thickness dsioi was 2-4 nm. The 
number of SiO/SiOa periods was typically 30-70. The samples were subjected to a conventional 
furnace annealing at 1100"C in N2-atmosphere for 1 hour. Some part of the samples were Er- 
implantcd at 300 keV with dose of 2-10   cml The Er-implanted samples were subjected to a 
thermal annealing at 900°C for 64 min in order to anneal the implantation defects. The mean 
nanocrystal size d,K-si was found to be close to dsio and remains constant after Er implantation 
and following annealing. The inset of Fig. 1 shows a transmission electron microscopy (TEM) 
cross-sectional image of a nc-Si/Si02 SL structure. 

Samples based on a-Si/Si02 SLs were prepared on c-Si substrates by magnetron sputtering 
followed by controlled crystallization. Finally they consist of 10-20 alternating layers of nc-Si 
Wic-si= c/si = 4 nm ) and a-Si02 Wsi02=l-2 nm) (see for details [1, 3]). 

A HeCd laser (E^„ =2.8 eV) or a N2-laser (£„, =3.7 eV, pulse duration 10 ns) were used for 
the PL excitation. The resonant PL excitation was done by a Ti-sapphire laser (£„c=l .4 - 1.7 eV) 
pumped by an Ar*-laser. The intensities of both CW and pulsed lasers were chosen to be kept in 
a linear regime of the PL excitation. The PL in the spectral region from 0.7 eV to 2.5 eV was 
detected by using a spectrometer equipped with a CCD array or InGaAs photodiode. The PL 
spectra were corrected for .spectral response of the measurement system. Transient PL 
experiments were carried out using a mechanical modulation of the exciting light. The PL 
transients in the spectral range from 1.1 to 2.2 eV were measured by a S 1-photomultimpler with 
a preamplifier (time response 10 (is). 

RESULTS AND DISCUSSIONS 

Figure 1 shows PL spectra of different nc-Si/Si02 structures at room temperature. The PL 
intensity of the samples formed from a-SiO/Si02 SLs is much higher than that for the a-Si/Si02 
based. 
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Figure 1. Room temperature PL spectra of 
nc-Si structures prepared from a-SiO/Si02 
((/sio= 5, 4, 3 and 2 nm) and a-Si/Si02 (i^si 
= 4 nm) SLs. E,,,=2.S eV. Inset: TEM 
cross-sectional image of an a-SiO-based 
structure with dsio = 3 nm. 
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Figure 2. Resonantly excited PL spectra 
of a sample formed from a-SiO/Si02 SL. 
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The maximal PL quantum yield (~1 %) is observed for the former samples with rfsio = 3-4 nm. 
The estimated yield gives probably the lowest limit because the exciting light is not completely 
absorbed in the investigated nc-Si structures due to their small thickness (< 200 nm). The rather 
high PL yield of the samples formed from a-SiO/SiOi SLs can be explained by a good 
passivation of non-radiative recombination defects and the optimal spacing of size-controlled Si 
nanocrystals. These structural properties result in a suppression of non-radiative losses of 
photoexcited carriers. Indeed, the PL yield of our nc-Si SLs is almost independent of the 
temperature. 

Figure 2 presents the resonantly excited PL spectra of a sample produced from an a-SiO-based 
SL. The momentum conserving TO and 2TO phonon replicas at about 56 and 112 meV below 
the excitation line, respectively, become more pronounced when the excitation photon energy 
falls into the PL band. The similar phonon related features were also observed in the resonant PL 
spectra of nc-Si structures formed from a-Si/SiOi SLs [5]. Note, that the phonon replicas are not 
very sharp in our nc-Si structures. Furthermore, the ratio between the 2TO- and TO-related PL 
features as well as between the TO-related and no-phonon ones is about 2-3, what is smaller than 
that for porous Si [6]. This fact indicates an additional breaking of the momentum conservation 
rule for the exciton radiative transition in nc-Si/SiOa structures. 

Figure 3 shows typical PL transients of nc-Si SLs at different temperatures. The PL transients 
/PL(0 can be well fitted by a stretch exponential function, defined as 

IpL(')=h^^V -    t/ (1) 

where ro is the mean lifetime and p is the dispersion parameter. The stretched exponential 
decay with p< 1 corresponds to the existence of a distribution of PL lifetimes, which can be due 
to a diffusive motion of photoexcited carriers in nc-Si ensemble [7]. Also, the non-exponential 
decay can be caused by an energy transfer from nc-Si, which does not imply the charge motion. 
For instance, it can be realized via the Forster mechanism of dipole-dipole interaction [8]. 

Figure 4 depicts the temperature dependence of To and p obtained from the stretched 
exponential fits of the PL transients presented partially in Fig. 3. 
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Figure 4. Temperature dependence of ro (a) and /? (b) obtained from the PL transient 
fitting as in Fig.3. Tiic curve througii the values of To is calculated according to Eq. (2). 

The temperature dependence of TO for our samples is well described by a simple model of the 
radiative singlet-triplet excitonic recombination [9]. The exciton lifetime can be written as 

ro = (3 + exp(-A/A:r))/(3rf'+r^'exp(-A//:r)) , (2) 

where A is the exciton exchange splitting energy, xj and is are the triplet and singlet lifetimes, 
respectively. The fit of the experimental data according to Eq.(2) gives the following parameters: 
A=9 mcV, TT =3 ms and TS=20 US, which are close to the results for Si nanocrystals distributed 
randomly in SiOi [10], Note, that the obtained value of A is ~2 times larger, while TT, and xs are 
2-3 times smaller than the corresponding parameters for the porous Si PL at the same detection 
energy [6]. This fact can be explained by different boundary conditions for excitons in nc- 
Si/SiOi and in porous Si. In particular, the shorter TS for nc-Si/SiOa means faster rate of the 
radiative recombination, which correlates with the observed enhancement of the no-phonon 
transition in the resonantly excited PL. Also, the lifetimes can be shorted by the energy transfer. 

As one can see from Fig. 4 (b), at room temperature /? is equal to 0.7 and 0.6 for the 
samples made from a-Si- and a-SiO-based SLs, respectively. While /? increases slightly with 
temperature decrease, at any temperature it is smaller for the a-SiO-based structure. This fact 
evidences a larger lifetime distribution in the a-SiO-based SLs. Since this type of nc-Si structures 
is characterized by the small dispersion of ^nc-si [2], the lifetime distribution should be caused by 
the transfer of charge or/and energy of photocxcited carriers through nc-Si arrays. This process 
differs from that in porous Si, where the thermally activated dependence of J3 was observed and 
attributed to the trap-controlled hopping mechanism [7]. 

We believe that the non-exponential PL decay in nc-Si/SiOa SL .structures originates from 
the energy transfer to neighboring Si nanocrystals, i.e. the exciton migration. The small size 
dispersion of Si nanocrystals as well as the thin Si02 barriers between them (see inset of Fig. 1) 
favor the exciton migration in the nc-Si ensemble at least for the in-plane direction. In general, 
the migration is possible through Si02 barriers even without tunneling because it can be realized 
via the long-range Coulomb interactions, e.g. via the Forster mechanism. 
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Figure 5. Room temperature PL spectra of undoped and Er-doped nc-Si structures 
formed from a-SiO/SiOi SL. Inset: ratio between the total yields of the exciton PL in the 
undoped samples and Er'"^ emission in the Er-doped structures versus dsio • 

The possibility of energy transfer through the nc-Si/Si02 SL structure can be employed to 
excite optically active centers like rare earth ions embedded in Si02. Figure 5 shows typical 
room temperature PL spectra of undoped and Er-doped nc-Si/Si02 structures formed from 
a-SiO/Si02 SLs. A strong quenching of the intrinsic excitonic PL at -1.5 eV and an appearance 
of the Er^'^ emission at 0.8 eV are observed for the Er-doped sample. The similar effects take 
place for all Er-implanted samples formed from a-SiO/Si02 SLs. We note, that the Er-related PL 
of the reference sample (a homogeneous 200 nm thick a-Si02 layer implanted with the same Er 
dose) was 3-4 orders of magnitude weaker. Therefore the Er'"^ ions in the nc-Si/Si02 structures 
are sensitized by nc-Si. 

The quantitative analysis of the efficiency of the energy transfer from nc-Si to Er ^ is 
possible when the ratio between the spectrally integrated intensities of the Er'* PL in Er-doped 
structures /sr (0.75-0.9 eV) and the exciton PL in the undoped reference samples /nc-si (1.1-2.1 
eV) is considered. The inset of Fig. 5 shows that the ratio /EAC is about 0.2-0.3 for the samples 
with dsio = 3-6 nm and it reaches 1.310.3 for dsm = 2 nm. The last value implies that the energy 
transfer from nc-Si to Er'* competes successfully with non-radiative recombination in the nc-Si 
structure and even initially "dark" nanocrystals into them can contribute to the Er * sensitization. 
It means that the energy transfer event occurs very fast, i.e. on a submicrosecond time scale. 

It should be noted, that Si nanocrystals in the samples produced from a-SiO/Si02 SLs are 
spatially closely assembled and thicknesses of Si02 barriers between them are typically 1-2 nm 
and 2-4 nm for the in-layer and perpendicular to layer directions, respectively (see inset in 
Fig. 1). Since the optically active Er'* ions are mainly located in the Si02 matrix, they are 
maximum 2 nm away from Si nanocrystals. For such short distances the coupling between 
excitons in nc-Si and Er'* should be very efficient, considering both the Forster transfer 
mechanism [8] or higher order multipole interactions [11]. The energy transfer between Si 
nanocrystals can further increase the efficiency of the Er'* sensitization. The observed 
dependence of/Er//nc-si on dsio evidences the coupling between the excitonic states in nc-Si and 
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upper (2'"', 3"', and 4"') excited states of Er'"^. Their transition energies to the ground state of Er * 
lie within the spectral range of the nc-Si PL. Thus, the necessary condition for the Forster-Dexter 
transfer is satisfied [8,11]. 

In conclusion, the optically excited nc-Si structures formed from a-SiO/Si02 and a-Si/Si02 
SLs show excitonic PL, whose intensity is higher for the a-SiO/SiOz-based samples due to the 
better arrangement of size-controlled Si nanocrystals. The PL transients of both types of the 
structures arc characterized by the stretched exponential decay, which indicates the energy 
transfer among nc-Si. The energy transfer is favored by the narrow size distribution of Si 
nanocrystals and small distances between them. The efficient excitation of Er''"^ in the Er-doped 
nc-Si/Si02 SL structures is found and explained by the strong coupling between the excitons in 
nc-Si and Er'^ ions in surrounding Si02 matrix. The high efficiency of the excitonic PL as well as 
the possibility of its almost complete conversion into the Er^* emission provide perspectives for 
the optoelectronic applications of the size-controlled nc-Si/Si02 SL structures. 
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ABSTRACT 

Photocurrent mechanism in a hybrid system of 1-thioglycerol and HgTe quantum dots(QDs) 

was studied for the first time in the intra-red (IR) range. 1-thioglycerol-capped HgTe QDs were 

prepared using colloidal method in aqueous solution; the synthesis and size of the HgTe QDs 

were examined by x-ray diffraction, Raman scattering, and high-resolution transmission electron 

microscopy. Absorption and photoluminescence spectra of the capped HgTe QDs revealed the 

strong excitonic peaks in the range from 900 to llOOnm, because of their widened band gap due 

to the shrinkage of their sizes to about 3 nm. The wavelength dependence of the photocurrent for 

the hybred system of the 1-thioglycerol and HgTe QDs was very close to that of the absorption 

spectrum, indicating that charge carriers photoexcited in the HgTe QDs give direct contribution 

to the photocurrent in the medium of 1-thioglycerol. In this hybrid system, the photo-excited 

electrons in the HgTe QDs are strongly confined, but the photo-excited holes act as free carriers. 

Hence, in the photocurrent mechanism of the this hybrid system, only holes among electron-hole 

pairs created by incident photons in the HgTe QDs are transferred to 1-thioglycerol surrounding 

HgTe QDs and contribute photocurrent flowing in the medium of 1-thioglycerol. 

INTRODUCTION 

Semiconductor quantum dots exhibit unique physical properties with respect to bulk regimes. 

Their advantages include the tunable effective bandgap, the enhanced quantum efficiency due to 

discrete energy density of states, and the isotropic absorption efficiency independent of 

polarization of incoming light. Because of these advantages, semiconductor quantum dots (also 

called nanocrystals or nanoparticles) are very prospective materials for a variety of 

optoelectronic devices including light-emitting diodes (LEDs)[l-2] and photodetectors [3-8]. 

For HgTe QDs, the quantum confinement of charge carriers in these QDs due to the 

shrinkage of their sizes leads to their effective bandgap in the range fi-om ultra-far infrared to 

near infrared wavelength [9]; note that bulk HgTe has been known as semi-metal material with 

the bandgap of near zero eV at room temperature. In this study, room-temperature photocurrent 

of a hybrid system of 1-thioglycerol-capped HgTe QDs in the visible and infrared wavelength 
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range is investigated and a simple model is suggested for the description of charge transport 

mechanism in this hybrid system. 

EXPERIMENTS 

1-thioglycerol-capped HgTe QDs were synthesized in aqueous solution by the colloidal 

method [9]. The solution containing the QDs was dropped and dried on silicon substrates, for 

preparation of films. The synthesized HgTe QDs were characterized by x-ray diffraction(XRD), 

Raman scattering, and high-resolution transmission electron microscope(HRTEM) and their 

optical properties were examined with absorption and photoluminescence spectroscopies. The 

films were contacted laterally with a separation of ~ 1mm to the electrodes for photocurrent 

measurement. The light source for wavelength-dependent photocurrent measurement was a 450- 

W xenon lamp dispersed by a monochromator and a SR830 lock-in amplifier was utilized to 

measure the photocuiTent between the electrodes. All the measurements were performed at room 

temperature. 

RESULTS 

Figure 1 shows XRD pattern(inset is HRTEM image) (a), and Raman scattering spectrum (b) 

HgTe QDs prepared by colloidal method; for comparison, XRD pattern and Raman scattering 

spectrum of HgTe microcrystallites with an average size of 44 urn are given in this figure. The 

XRD pattern of the synthesized HgTe QDs matches well that of the HgTe microcrystallites with 

the exception of the broadening of the XRD peaks for the HgTe QDs. The broadening originates 

from the nanometer-scaled diminution of the crystallite sizes. The HRTEM image(the inset of 

Fig. 1(a)) confirms that the synthesized HgTe QDs have high crystalline qualities and the average 

size of HgTe particles is about 5nm in diameter. In the Raman scattering spectrum of the HgTe 

QDs (Fig. 1(b)), the characteristic vibration bands peaking at 119 and 139 cm"' correspond to the 

TO and LO phonon lines, respectively. These peak positions match well the corresponding 

values for the HgTe microciystallites. (121 and 145 cm'', respectively) 

Figure 2 shows PL and absorption spectra, and photocurrent taken for the colloidally 

synthesized HgTe QDs capped by 1-thioglycerol. h the PL spectrum of the HgTe QDs in 

aqueous solution (on the right of Fig. 2(a)), a broad emission band peaks at 1050 nm, ranging 

from 800 to 1300 nm; this band is attributed to the recombination of excitons. In the absorption 

spectmm of the HgTe QDs in aqueous solution (on the left of Fig. 2(a)), a strong excitonic 

absorption band peaks at -900 nm. The energy difference between the peak positions of the 

emission and absorption bands may be caused by the Frank-Condon shift. The photocurrent of 
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Figure 1. XRD patterns (a) (the inset is HRTEM image) and Raman scattering spectra of the HgTe 

QDs and microcrystalhnes. 

the hybrid system of the 1-thioglycerol-capped HgTe QDs is measured with chopped light of 

wavelength selected in the range from 1100 nm to 650 nm (Fig. 2(b)). 1-thioglycerol acts not 

only as capping material of the HgTe QDs but also a medium in which the HgTe QDs are 

scattered and isolated, so that this capping material provides the channels for the photocurrent; it 

is suggested here that the medium consists of the necked capping 1-thioglycerol. The hneshape 

of the photocurrent as a function of wavelength is very close to that of the absorption 

600 700 800 900 1000 1100 1200 1300 
Wavelength (nm) 

0 100 200 300 400 500 600 700 800 900 
Time (sec) 

Figure 2. PL and absorption spectra (a) of the HgTe QDs in aqueous solution, and the 

photocurrent (b) of a hybrid system of 1-thioglycerol capped HgTe QDs with chopped light of 

wavelengths selected in the range from llOOnm to 650 nm. 

235 



spectram, and no photocurrent was observed for light of wavelengths longer than 1100 nm (or, 

below-gap excitation). This observation suggests that free charge carriers generated by the 

above-gap excitation give direct contributions to the photocurrent, and that the excitation of free 

charge carriers from the sub-bandgap trap states doesn't contribute to any photocurrent. 

Figure 3 shows excitation-power-dependent photocun-ent (a) and I-V characteristics (b) for 

the hybrid system of the 1-thioglycerol-capped HgTe QDs. In Fig. 3(a), the photocurrent as a 

function of excitation power of the continuous 514.5nm line from an Ar ion laser is compared 

with the integrated PL intensity shown in the inset; the integrated PL intensity is obtained by 

integrating PL spectrum from 900 nm to 1200 nm. The photocurrent increases exponentially with 

the enhanced excitation power, while the integrated PL intensity represents a hnear increase. The 

exponential increase of the photocurrent might imply the existence of a threshold barrier for the 

photocurrent channel, and the Unear increase of the integrated PL intensity indicates that 

electron-hole pairs are generated in linear proportional to the number of incident photons; with 

raised excitation power, the photocurrent efficiency increases exponentially, and the radiative 

efficiency is independent. Figure 3(b) shows I-V characteristics of the hybrid system of the 1- 

thioglycerol-capped HgTe QDs in the dark and under illumination. A distinct photocurrent 

difference of about 100 nA for dark and illumination states is observed at 3 V and for the 514.5- 

nm wavelength excitation (lOOmW), but the dark current is significantly large; the photocurrent 

difference increases exponentially with the raised excitation power, nevertheless, the 

photocun-ent is substantially lower than the dark current for excitation power weaker than 
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Figure 3. Photocurrent (a) as a function of excitation power of the continuous 514.5nm line from 

an Ar ion laser (the inset represents the integrated PL intensity), and I-V curves (b) of the hybrid 

system of the 1-thioglycerol-capped HgTe QDs in the dark and under illumination (lOOmW, 

514.5nm). 
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ImW, corresponding to about 3mW/cm in radiation. The origin of such high dark current is 

supposed to be wetted 1-thioglcerol. A piece of evidence for this is that dark current drops 

remarkably in vacuum. The medium of 1-thioglcerol is highly hydroscopic at ambient 

atmosphere, so charged ions dissolved in water (absorbed by 1-thioglcerol) may form the dark 

current with applied voltage. 

Energy diagram of a 1-thioglycerol-capped HgTe QD and illustration describing photocurrent 

mechanism in the hybrid system of 1-thioglycerol-capped HgTe QDs are shown in Fig. 4. The 

energy diagram is drawn in Fig. 4 on the basis of the relative energy positions of the conduction 

band and valence band for the 1-thioglycerol and bulk HgTe with respect to vacuum, and the PL 

peak position of the HgTe QDs; the averaged effective bandgap of the HgTe QDs is estimated to 

be ~1.18eV from the PL peak position of lOSOnm. In the energy diagram, the topmost of the 

valence band for the HgTe QDs is lower by 0.33eV in energy than that for 1-thioglycerol, so 

photogenerated holes may not be confined in the HgTe QDs. In other words, for the HgTe QDs, 

the subbands for holes in the valence band do not vary with decrease of particle size, because of 

the lower energy of the valence band of 1-thioglycerol than that of HgTe bulk. In contrast, the 

subbands for electrons in the conduction band is raised in energy as the particle size is smaller, 

because electrons are confined in the potential well of the conduction band edge of HgTe with 

the potential barriers of the conduction band of 1-thioglycerol. The widening of the effective 

bandgap with the shrinkage of the particle size is due to the blue shift of the subbands for the 

electrons in the conduction band. In this hybrid system, the photo-excited electrons in the HgTe 

QDs are strongly confined, but the photo-excited holes act as free carriers. Hence, in the 

photocurrent mechanism of this hybrid system, only holes among electron-hole pairs created by 

incident photons in the HgTe QDs are transferred to 1-thioglycerol surrounding the HgTe QDs 

and they contribute to the photocurrent flowing in the medium of 1- thioglycerol. 
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Figure 4. Energy diagram of a 1-thioglycerol-capped HgTe QDs 
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CONCLUSIONS 

The photocuricnt mechanism for a hybrid system of 1-thioglycerol-capped HgTe QDs was 

studied for the first time in the visible-infrared wavelength range. Absorption and 

photoluminescence spectra taken for the capped HgTe QDs reveal strong excitonic peaks in the 

wavelength range from 800 to 1150 nm, because of their widened effective band gap due to the 

shrinkage of their sizes to about 5 nm. The wavelength dependence of the photocurrent for the 

hybrid system was very close to that of the absorption spectrum. Energy diagram of this hybrid 

system illustrates that photogenerated electrons in the HgTe QDs are strongly confined, but that 

photogenerated holes act as free carriers. Hence, in the photocurrent mechanism of this hybrid 

system, the photogenerated holes in the HgTe QDs contribute to the photocurrent flowing the 

media of the capping 1-thioglycerol. 
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ABSTRACT 

One of the major shortcomings of silicon (Si) as a semiconductor material is its 
inability to yield efficient light emission. There has been a continued interest in adding 
rare earth ion impurities such as erbium (Er) to the Si lattice to act as light emitting 
centers. The low band gap of Si however has complicated this practice by quenching and 
absorbing this possible emission. Increasing the band gap of the host has been 
successfully tried in the case of gallium nitride (GaN) [1] and Si-rich oxide (SRO) [2] 
alloys. A similar approach has been tried here, where Er oxide (ErOx) nanocrystals have 
been formed in a yttria stabilized zirconia (YSZ) host deposited on a Si (100) substrate. 
The YSZ is deposited as a heteroepitaxial, insulating layer on the Si substrate by a 
reactive sputtering technique. The Er is also incorporated by a sputtering process from a 
metallic target and its placement in the YSZ host can be easily controlled. The device 
structure formed is a simple metal contact/insulator/phosphor sandwich. The device has 
been found to emit visible green light at low bias voltages. The advantage of this 
material is that it is much more structured than Si02 which can theoretically lead to 
higher emission intensity. 

INTRODUCTION 

Numerous methods have been developed to create an Er doped LED, however, none 
these have utilized YSZ. Successful light emitting devices have been created in poly-Si 
[3], SRO [2-5], Si nanocrystals (SNC) [6,7], SiOj [8], Si nitride (SiN) [9], and most 
recently in GaN [1,10]. All of these systems have similar basic characteristics. The 
primary goal is to produce a device which is compatible with current silicon processing 
techniques in order to be integrated into business as usual (B AU) fabrication. Secondly, 
the material must have a wide band gap so as not to attenuate the emitted radiation 
through band to band absorption. In addition, the light emitting material must have very 
low defect levels. Defects lead to non-radiative recombination and reduce or eliminate 
emission. Finally, the device must be able to operate efficiently at room temperature. 
Yttria stabiUzed zirconia has been considered as a possible replacement for SiOa as the 
gate oxide in MOS devices. Published results suggest ease of integration with current Si 
manufacturing techniques. Having a single crystal structure, YSZ can support the 
electron acceleration required for impact excitation. High quality crystalline Er doped 
YSZ films suggest that recombination defects will also be minimized. 

In order for the device to emit light, the Er must form ErOx complexes. This process 
is carried out during the anneal step. Multiple annealing conditions were investigated in 
order to optimize the device performance. Annealing has two main benefits: it repairs 
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defects in the bulk film and promotes the formation of the ErOx nanocrystals. Here, the 
Er atoms become surrounded by six oxygen atoms forming ErOx complexes. 

Device operation is governed by hot electron impact excitation. The colHsion 
between the accelerated electrons and ErOx nanoparticles excites an electron within the 4f 
shell [11]. As that electron returns to a lower energy state, a photon may be emitted. 
There are multiple possible transitions in Er, one of which is approximately 2.3eV, which 
is in the visible region of the spectrum. By using alternating layers of YSZ and YSZ 
doped with Er, the light that is produced is in theory optically polarized and parallel with 
the direction of the substrate surface. Further, the radiation from the Er doped layers will 
also in theory travel preferentially in a direction parallel with the Er doped layers. This 
will occur either as a result of the higher index of refraction of the doped oxide material 
or the reflection from the metal rich Er doped layer. 

EXPERIMENT 

The fabrication of these thin film devices was done via Electron Cyclotron Resonance 
Enhanced Reactive Sputtering (ECR-ERS). The device itself consists of a super lattice of 
YSZ and YSZ containing ErOx nano crystallites. The main device parameters varied 
were YSZ layer thickness, Er layer thickness, and number of Er layers. 

i#Er Thickness Er 
(Angstrom) 

Thickness YSZ 
(Angstrom) 

1 5 30 

4 10 45 

9 20 80 

13 540 90 

20 95 

YSZ/Er device structure. Table 1: Device material variables. Figure 

In order to create the alternating structure, a shutter was constracted and attached to the 
Er source. By mechanically rotating the shutter at a fixed rate, the desired stack structure 
was created. The wafers were ex-situ cleaned in a bath of acetone, rinsed in methanol, 
rinsed in ultra-pure de-ionized water and then dipped in an ultrasonically agitated 5% 
hydrofluoric acid solution to remove the native Si02 layer. To re-grow a very thin layer 
of Si02, the pieces were finally dipped in a solution of ultra-pure de-ionized water: 
ammonium hydroxide: hydrogen peroxide (5:1:1). The YSZ layers were deposited with 
RF power of 300 W and a pressure of 5 mTorr. The Er was deposited with RF power of 
50 W and an Ar pressure of 5 mTon-. Microwave power supplied to the ECR source was 
150 W. The substrate was heated to approximately SOO^C during the entire deposition. 
Gold contacts were thermally evaporated onto the substrate using a shadow mask. 

For high-vacuum and Ar-forming gas anneals, a R.D. Webb Red Turbo vacuum 
ixirnace was employed. The samples were annealed at 1050°C for a 2 hour duration. The 
vacuum level during hi-vac anneals was approximately 10'* Torr and the vacuum level 
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during Ar anneals was approximately lO' Torr with an Ar flow of 1400 SCCM. The 
rapid thermal anneal samples were heated at llOOT for 30 seconds in a H2/N2 forming 
gas. Air anneals were performed in a tube furnace at 1050°C for 2 hours at standard 
pressure. 

RESULTS AND DISCUSSION 

Multiple characterization techniques were used to characterize the thin film stack. A 
Phillips MRD X-ray diffractometer was utiUzed to determine film quality. In order to 
determine the effect of the Er layer thickness on crystal quaUty, multiple samples were 
prepared and analyzed. As can be seen in Figure 2, as the Er layer thickness increases, 
the overall quality (as measured by full-width at half maximum of the 2theta-omega X- 
ray peak) of the film degrades. 

#Pie-Annaiil 
APosl Ar-Armcal 

5 10 15 20 25 

Erbium Lj^r Thickness (Aigstroms) 

Figure 2: Film response to varying Er layer thickness. 

The fact that the crystallinity of the YSZ film is only mildly affected by the intentional 
introduction of defects (Er atoms) is astonishing. This suggests that the YSZ host is a 
very stable environment for the ErOx complexes. The film quality was also measured 
after the anneal process. There are two general trends that can be seen in Figure 3. First, 
as the overall stack thickness increases, so does the quality. Second, the anneal at high- 
vacuum or with Ar forming gas provided the best improvement in crystalline quality. 

11.! 

200 400 600 fiOO        1000 

Pre-Anneal TTiIckness (Angstroms) 

Figure 3: Film quality improvement after anneal. 
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Thin film thickness and index of 
refraction were measured with the 
Rudolph Research AutoEL-III 
ellipsometer. As can be seen in Figure 
4, an anneal in high-vacuum, Ar forming 
gas or air all lead to an increase in film 
thickness. The majority of this change 
can be attributed to the growth of a SiO: 
layer between the Si substrate and the 
first YSZ layer. As a result of the 
densification of the YSZ film, 
the thickness for the rapid thermal anneal 
remained the same or decreased slightly. 
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Figure 4: Film thickness change due to anneal. 

In order to determine the composition of the thin film, secondary ion mass 
spectrometry (SIMS) was utilized. The alternating structure is well defined. As 
expected, there is a maximum in Er concentration where there is a minimum of YSZ (Y 
and Zr in this plot). This particular sample has nine layers of Er with a targeted thickness 

ofSA. 
"BtV fi!uiflrLipoJ<rSfiTis Oiboritofv 

MCI)206032 Annealed in Ar YSBEr Stack 
2keVO30na300um Raster 

|:. I Depthtnm] 

Figure 2: SMS plot of YSZ/Er stiucture. 

A Hewlett-Packard 4145A semiconductor parametric analyzer was used to determine 
the electrical and optical characteristics of the films. 

Figure 3:    Electrical/optical analysis 
set-up. 

Figure 4: I-V indicating oxide 
break-down and light emission. 
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Spikes in the I-V curve indicate points where brealcdown occurs and light is emitted. It is 
hypothesized that there is one spike per layer, until a high enough potential is established 
in order to penetrate to the bottom Er doped layer. At this point, a conducting path 
through the top layers is formed and continuous emission is observed. The voltage scale 
in this plot is -40V to +40V. The current scale is from -200 mA to +200 mA. When 
biased to -60V, the LED begins to emit a continuous green light. From this point, the 
intensity increases as the voltage is increased. After breakdown to the final Er layer has 
occurred, the voltage can be decreased while still maintaining visible Ught emission. 
Visible emission was observed at -28V, but for photographic considerations the device 
was biased at -80V on the right contact while the left contact was grounded. Both 
photographs in Figure 8 were taken with 1600 speed film with an exposure time of 5 min. 

Figure 5: Photograph of room temperature emission, actual dot size is 
approximately 1mm. 

It should be noted that the color on the cathode contact was green to the eye but over 
exposure led to a blue-ish color on film. The orange color of the anode contact is an 
interesting phenomenon which will be further investigated in future experiments. As the 
contacts were opaque metallic gold, the actual emission intensity would be greater if a 
transparent (ITO) contact was utilized. 

SUMMARY 

Continuous room temperature Er doped YSZ green light emission has been observed. 
Film analysis shows alternating layers of high quality YSZ and YSZ doped with Er. 
Intensity and reUabihty appear to be a function of metal contact rather than the Er 
superlattice. Transparent contacts will be investigated to improve device performance. 
Future work will involve spectral analysis and investigation of device operation via 
plasmon phenomena. 

The authors would like to thank Paul Kozlowski of IBM Yorktown for the rapid 
thermal anneals and Mark Lavoie and Scott Hazel from IBM Microelectronics for their 
SIMS work 
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ABSTRACT 

We report on three-dimensional fluorescence imaging of micron-size faceted crystals 
precipitated from solutions of CdSe nanocrystals. Such crystals have previously been suggested 
to be superlattices of CdSe quantum dots [1,2]. Possible applications for these materials include 
their use in optical and optoelectronic devices. The micron-size crystals were grown by slow 
evaporation from toluene solutions of CdSe nanocrystals in the range of 3-6 nm, produced by 
traditional wet-chemistry techniques. By using a confocal microscope with laser illumination, 
three-dimensional raster-scanning and synchronized hyper-spectral detection, we have generated 
spatial profiles of the fluorescence emission intensity and spectrum. The fluorescence data of the 
micro-crystals were compared with spectra of individual nanocrystals obtained from the same 
solution. The results do not support the assertion that these microcrystals consist of CdSe 
superlattices. 

INTRODUCTION 

Assemblies of CdSe nanocrystals (quantimi dots) have potential applications in new optical, 
electronic and optoelectronic devices. The multipole interaction between neighboring dots 
suggests that they may prove useful in computational and data storage devices, and their tunable 
bandgap could allow for the construction of photodiodes and light-emitting diodes in the visible 
range [1]. The fluorescence emission wavelengths of the quantum dots are tunable by varying 
their size. 

Because the optical properties of the CdSe semiconductor nanoparticles strongly depend on 
their size, surface structure, and interactions with their environment, it is important to assess how 
they behave when closely-packed into micrometer-scale assemblies. It has recently been 
suggested [2] that microcrystals grown from solutions of CdSe nanocrystals consist of crystalline 
superlattices of CdSe quantum dots. For individual quantum dots to condense into an ordered 
lattice they must be similar enough to bond together into a regular pattern. For this reason, it was 
speculated that an ordered superlattice of nanocrystals would consist of similar nanocrystals and 
thus be more homogeneous than the precursor solution, which typically contains a distribution of 
nanocrystals of different sizes. 

In the present study we have used scanning confocal fluorescence microscopy to 
characterize micron-size crystals grown from solutions of CdSe nanocrystals. The fluorescence 
spectra of these crystals are compared to those of individual nanocrystals obtained from the same 
solution in order to determine whether the fluorescence of the crystals is consistent with an 
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ordered superlatticc of CdSe nanoerystals, and if so, how uniform the nanocrystal size 
distribution is inside the micro-crystal. 

EXPERIMENTAL DETAILS 

Sample preparation 
Core CdSe nanoerystals were prepared by standard air-free techniques, using TOPO 

(trioetylphosphine oxide) as a solvent-surfactant and a mixture of Cd(CH3)2 and Se as a high 
temperature precursor [1,3,4]. Please note that the quantum dots used for this study consisted of 
just the TOPO-terminated CdSe core particle, not the much brighter CdSe/CdS system that is 
often used in biological applications [5]. The nanoerystals were washed by MeOH three times, 
dried under nitrogen and dissolved in toluene. The solutions contained quantum dots with a size 
range of 3-6 nm, as determined by TEM. Although it is possible to prepare samples which are 
more monodisperse, the wide size distribution did not prevent the subsequent precipitation of 
microcrystals from the solution.   Initial diluted solutions were left to concentrate by slow 
evaporation of toluene until they reached saturation to form microscopic faceted crystals. At this 
point, a drop of solution was placed onto a microscope slide and covered by a Petri dish. Faceted 
microscopic crystals grew in the drop by slow evaporation of toluene. After the solution dried 
out completely, crystals were observed under the microscope. 

Fluorescence experiments 
For the fluorescence experiments both micro-crystals and individual quantum dots were 

measured. For the measurements of the micro-crystals the crystals were simply placed onto a 
glass microscope slide. 

Argon Ion 

488nm CW 

/      I      /   Scanning 
Stage 

CCD detector 

/)  Beam 
Splitter 

Spatial 
Filter 

Spectrometer 

^^ APD 

Emission 
Filters 

^ 

Figure 1: Schematic diagram of the confocal microscope setup used to obtain fluorescence 
spectra from single microcrystals and individual CdSe quantum dots. 
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Figure 1 shows a schematic diagram of the confocal set-up used in our experiments. A 
collimated Ar+ 488nm excitation laser was filtered using a 488NB3 excitation filter (Omega 
Optical) and focused through an Olympus lOOx 0.90NA air objective to a focal volume on the 
order of one cubic micron. The microcrystals were then raster-scanned through this focus using a 
Polytec PI P-500 series piezoelectric stage. Typical scan ranges of 100 On by 100 |xm and step 
sizes of 1 \im were used. The emitted fluorescence was epi-detected using the same microscope 
objective. After passing through a spatial filter, this light was chromatically filtered using a 498 
AELP long-pass filter (Omega Optical) and BG500 glass filter (Schott) and then sent into an 
Oriel MS257 spectrometer equipped with a Roper Spec-10:100B CCD multichannel detector. 
The spectrometer grating had a groove spacing of 300 lines/mm. Synchronized spectral 
acquisition was used to acquire spectra every micron during the scanning in order to develop full 
spatial fluorescence profiles of the crystals. The acquisition time was 50ms per pixel, and a 
100X100 micron scan with 10,000 pixels had a total acquisition time of 500 seconds. 

For the single quantum dot experiments the precursor solutions of nanocrystals were diluted 
and spin-coated onto glass coverslips in order to spatially isolate single nanocrystals. The 
coverslips were then excited using the same laser with 8 [xW of power. The confocal microscope 
used was also similar, although a Zeiss 1.4NA lOOx oil objective was used. Fluorescence 
intensity detection was performed using an EG&G SPCM avalanche photodiode. The acquisition 
time was 1 ms per 1-micron square pixel. Once located, spectra were taken of single isolated 
nanocrystals, and these spectra were then compared to the spectra taken of the nanocrystal 
assemblies. 

RESULTS AND DISCUSSION 

Fluorescence spectra were obtained from several select places on each microcrystal. These 
locations are indicated in figure 2a, and the corresponding spectra are displayed in figure 2b. 
Notice that there is negligible variation in spectral profile or intensity from one place to another, 
even for the spectrum taken from point 2, i.e. outside the microcrystal. The differences in 
intensity are due to slight variations in focusing and corresponding confocal collection 
efficiency. The profile of each spectrum is nearly the same, with a FWHM of approximately 
70nm. 

40x10 

550 600 
Wavelength [nm] 

Figure 2. Fluorescence spectra (b) taken from the points on the microcrystal indicated in the 
white light image (a). The spectra are vertically offset for clarity. 
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The only notable difference in these spectra is a slight shift in the overall spectral mean, which is 
due to slight changes in the peak emission wavelength. The spectrum covers the range from 
about 520 nm to 650 nm with a slight tail to redder wavelengths. 

Because of their broad spectral distribution, it was assumed that these spectra resemble 
ensemble measurements of many quantum dots. In order to confirm this, spectra were taken of 
single CdSe quantum dots isolated from the same solution from which the microcrystals were 
grown. By diluting the solutions and dispersing the dots onto a glass coverslip, the nanometer- 
sized dots can be spatially separated to a point, where the average distance between adjacent dots 
is greater than the diameter of the diffraction-limited microscope focus. Subsequently, individual 
dots can be isolated for spectroscopy. A lOXlO-micron scan of several dots is displayed in 
figure 3a. Some of the nanocrystals luminesce more brightly than others. The brightest spots in 
the image are the result of clusters of several quantum dots. Emission spectra of these clusters 
have multiple peaks and indicate the presence of multiple dots. The spectra of several single 
dots and a representative spectiiim of an assembled microcrystal are shown in figure 3b. The 
spectra of single CdSe quantum dots have a characteristic spectral width on the order of 20 nm. 
The difference in emission peak wavelengths between the different dots is due to the different 
sizes of the dots. Note that the spectra of the individual dots fall under the spectral envelope of 
the micro-crystal fluorescence, suggesting that the fluorescence of the crystal does not originate 
from a narrow size distribution of quantum dots. 

Figure 3. (a) A scanned fluorescence micrograph showing isolated nanocrystals and (b) 
spectra of four single dots (curves 1-4, taken from positions 1-4 in figure (a)) together with a 
representative spectrum of an assembled microcrystal (top curve). 

As shown in figure 2b, the emitted fluorescence spectra and intensities obtained from the 
microcrystal sample vary little with respect to position across the microcrystal surface. In order 
to verify this fact, a fluorescence intensity scan was performed on several microcrystals. The 
results of a typical scan are shown in figure 4a. The measured intensity variation has such low 
contrast that the microcrystal is not discernible from the surrounding background. A white 
outline was added to the image to indicate the position of the microcrystal. This position was 
determined by correlating the scan with white-light images. The observed unifonn intensity 
indicates that the microcrystals were covered and sun-ounded by fluorescent quantum dots. In 
order to separate the microcrystals from the unassembled fluorescent contaminants, 
microcrystals bound to the glass surface were rinsed with pure toluene. Similar scans were 
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performed on washed crystals, and the results of such a scan are shown in figure 4b. The crystal 
is in the top right of the picture, and fluorescence is only observed from the meniscus region that 
forms during the drying process and from several remaining spots of powder on its surface. As 
the toluene washed over the microcrystal, it dissolved the nanocrystal powder. As the toluene 
dried, a small number of solvated nanocrystals precipitated within the meniscus at the edge of the 
microcrystal. The microcrystal is 2 microns thick and its top surface is therefore slightly above 
the plane of the microscope slide. Nanocrystals also collected in small drops on the surface of the 
microcrystal and the surrounding glass slide. The collections of nanocrystals on the microscope 
slide in the bottom left of the figure are slightly out of focus, and therefore less bright. 

The fact that the washed microcrystals were found to not fluoresce led us to believe that they 
were not ordered arrays of nanocrystals. One possible explanation is that the microcrystals 
consist of monoclinic Selenium. Further experiments using TEM and XRD are under way to 
precisely determine the nature and structure of these crystals. 

Figure 4. Fluorescence intensity scans of (a) unwashed and (b) washed microcrystals. The 
white outlines were drawn in to indicate the outline of the crystals as determined from 
white-light microscopy. 
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Abstract 
The UV-photoluminescencc (PL) properties of GaN and ZnO nanocrystallites and nanocrystallitc 
ensembles were studied utilizing micro-photoluminescence. We address the origin of the light emissions 
of the nanocrystallitc as to whether it is due a bandgap or excitonic recombination process. The other 
topic presented here focuses on the interaction of the laser with a collective of crystallites; we address the 
phenomena of intensity saturation at a high density of laser excitations as well as the impact of the 
vacuum state on the PL characteristics. Our analysis indicates that the PL of both GaN and ZnO 
nanocrysallites is excitonic-like and very similar to the behavior of the free exciton in bulk materials. 
Additionally, we attribute the intensity saturation of GaN and ZnO to the laser heating and heat trapping 
which takes place in the enclosure of the nanocrystallitc ensemble. In vacuum the PL energy was found to 
exhibit a strong PL energy redshift relative to the PL in air. We attribute the observed shift to a thermal 
effect and analyze it in terms of the conditions enabling a convective cooling in the ensemble: the mean 
free path of air in atmospheric pressure and in vacuum relative to the interparticle separation inside the 
ensemble. 

Introduction 
GaN, due to its wide band gap ~ 3.5 eV and the ability to grow superb quality material, is one of 

the most promising materials for applications in blue light emitting diodes as well as lasers, high-speed 
field effect transistors, and high temperature and high frequency electronic devices [1]. Another highly 
promising wide bandgap material is ZnO of bandgap ~ 3.3 eV. ZnO has attracted interest as a blue light 
emitting material [2-3], a substrate for GaN-based devices [4], and a transparent conductor in solar cells 
[5-6]. Recent efforts have expanded investigation into the field of GaN and ZnO nanostructurcs including 
nanowires, nanorods, and various submicron powders. These structures can potentially be utilized for 
applications that involve high density, ultra-Hghtweight, and cost effective optical devices [7-11]. For 
such applications knowledge concerning the optical properties of hght emission such as the underlying 
recombination mechanism of the PL and the PL efficiency, as well as the factors affecting these 
properties, is crucial to the realization of optical nanodcvices. 

Our previous results concerning the optical properties of GaN nanocrystallites showed that when 
the crystallites were grouped in a relatively large and semi-compact ensemble (of size ~ 2-30 )J.m diameter 
and average porosity ~ 200 nm), the PL peak position exhibits a significant redshift accompanied by a 
line broadening; however, no major redshift was observed for smaller ensembles (~ 300-600 nm diameter 
and of similar porosity) [8]. Our results were explained in terms of the thermal effects, due to laser 
heating and heat trapping inside the porous enclosure of the large ensemble, which affect the 
photoluminescencc properties. In contrast, for a small size ensemble the heat can radiate out to the 
environment and no significant PL peak position was observed [8]. In this paper we present a further 
analyses concerning the underlying optical recombination process in GaN and ZnO nanocrystallitc 
ensembles and the factors affecting it. We found that the PL concurs with excitonic emission 
accompanied by intensity saturation. The intensity saturation was found to be due to efficiency 
quenching originating from thermal effects taking place in the enclosure of the ensemble. Moreover, in 
order to gain insight into the topic of heat transfer dynamics in the ensemble, we investigated the PL 
emission energies of samples placed in air as well as in vacuum. The basis for that analysis lies in the fact 
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that for an ensemble with interparticle separation at the submicron scale, a convective cooling by air is 
expected which would depend on the extent of the vacuum state. We found that the PL emission in 
vacuum is significantly rcdshiftcd relative to that in air, indicative of excess heating occurring in the 
vacuum. This phenomenon is discussed and analyzed in terms of convective cooling and the values of the 
mean free path of air relative to the inteiparticle separation distance. 

Experimental 
Our experiments utilized the CW-SHG LEXEL laser with a wavelength of 244 nm (5.08 cV), and 

a JY-Horiba Raman/PL system consisting of a high-resolution T-64000 triple monochromator and a UV 
microscope capable of focusing a spot size of- 600 nm in diameter. Additionally, the system has a CCD 
camera and a TV screen, enabling the viewing of the laser spot as well as the area sampled. The GaN 
powder was synthesized via an ammonothemial process, the method details of which are published 
elsewhere [7], and the ZnO was obtained from Sigma-Aldridge. 

Results and Discussion 
Although there arc still ongoing investigations, the origins of the light emissions in GaN and ZnO 

thin films and bulk material arc, for most part, well understood. The consensus is that the main PL line at 
room temperature in GaN is due to the free A-exciton [12] and the UV-PL in ZnO is also of excitonic 
nature [13]. In this section of the paper we present analysis concerning the underlying recombination 
mechanisms of the PL as well as the effect of laser heating on the PL efficiency of the nanocrystallites. It 
has been established that the luminescence intensity, /, can be expressed as [14-20]: 

I=Vn (1) 

In this relation 1^ is the power of 

the exciting laser radiation, ;; is the 

emission efficiency, and the 
exponent a represents the radiative 
recombination mechanism. For 
excitonic recombination 1 < a < 2; 
for bandgap emission a ~ 2; and a 
is less then 1 when an impurity is 
involved in the transitions as well as 
for donor-acceptor transitions [15- 
20]. 

Figures 1 and 2 present the 
PL intensity as a function of the 
laser power for a GaN and ZnO 
small ensemble of nanocrystallites 
as well as for bulk materials. Using 
Equation 1 to fit the data, we found 
a=1.2 and a=l.l for the GaN film 
and the GaN nanocrystallites 
respectively, implying fi'cc-exciton 

3.12   3.2   3.28 3.36 3.44 3.52   3.6 
PL Energy (eV) 

0 0.5 1 1.5 2 2.5 
Laser Power at Sample (mW) 

Figure T. The behavior of the PL intensity as a function of 
laser power for small ensemble of GaN nanorods and for GaN 
thin film. The insets show the SEM (100 nm scale) of GaN 
nanorods and its PL spectra as a function of laser power. 

type transition. Similarly, we found a=1.5 and a=I.l for ZnO bulk and ZnO nanocrystallites that 
indicates the PL to be of exciton nature. In contrast, the light emission from the larger ensembles is more 
convoluted, as is depicted in Figures 3 and 4: at high laser power the PL intensity for both materials 
exhibits a strong saturation. Furthemiore, as can be seen in the insets to Figures 3 and 4, the PL peak 
positions exhibit a significant redshift (which for the small ensembles is not as prominent). Additionally, 
the experiments on the large ensembles were done in two routes: first via increasing the laser power in 
consecutive steps (the full dots in Figures 3 and 4), and then decreasing the power in similar power 
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intervals (open dots). As 
can be seen in Figure 3 
the GaN powder exhibits 
intensity saturation which 
was recoverable: i.e., the 
intensity has the same 
value for a given laser 
power independent of the 
route. In contrast, the ZnO 
ensemble has anomaly 
saturation and 
irrecoverable intensity. 
Our previous work 
concluded that in an 
ensemble of GaN 
nanoparticlcs laser 
heating and heat trapping 
in the porous region of the 
ensemble is taking place 
and as a result the 
photoluminesccncc 
properties, PL peak 
position, and linewidth 
are being modified via the 
thermal effect [8]. 

Redshift photoluminescence may be the result of several mechanisms, specifically bandgap 
ronormalization (BGR) [21] as well as radiative or exciton transfer dynamics in confined structures [22]. 
BGR is expected to take place when a high dopant concentration is present in a semiconductor, and as a 
result the bandgap energy is lowered via the exchange energy mechanism. However, a competing 
mechanism known as band filling is also expected to occur when a high dopant density is present; the 
conduction-band lower states are being filled and as a result the PL is blueshifted [21]. Thus the resultant 

3.15 3.2 3.25 3.3 3.35 3.4 
PL Energy (eV) 

0.5 1 1.5 2 
Laser Power at Sample (mW) 

2.5 

Figure 2. The behavior of the PL intensity as a function of laser power 
for small ensemble of ZnO nanocrystallitcs and for ZnO bulk. The insets 
show the SEM (100 nm scale) of ZnO powder and its PL spectra as a 
function of laser power. 
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Figure 3. The behavior of the PL intensity 
as a function of laser power for a large 
ensemble of GaN nanorods and its spectra. 

Figure 4. The behavior of the PL intensity 
as a function of laser power for a large 
ensemble of ZnO powder and its spectra. 
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PL of a heavily doped semiconductor is determined by the 
extent of the two opposing mechanisms. Recent works on 
Si doped GaN films addressed the issue of the PL energy 

- .    i in the doped films in terms of the BGR and filling 
g I    \ mechanisms [23-24]; in these works the room temperature 

PL exhibited only 10-20 mcV rcdshift when the dopant 
concentration was increased by ~ two orders of magnitude 
or more. If our observed rcdshift were due to the activation 
of free carriers via laser excitation, then the small as well 
as the large ensembles should exhibit the same energy 
shift, since BGR and band filling are intrinsic properties of 

KD     »Bo     700     720     7M     760     710     ooo     3 crvstallito. Thc othcr posslblc causo of thc rcdshift PL, 
Raman Shift (cm ) ., ,       - , j- r 

the transfer mechanisms, can occur when distances ot a 
Figure 5. The Raman spectra of the ^w nanometers arc in play; however, as is depicted in the 
Al(LO) mode of the GaN nanorods for SEM in Figure 1, our GaN nanorod ensemble has a much 
two laser powers. '^''8'='' ^'^^^^- ^^8^'"' '*' ^^^ ^^ transfer mechanism in a 

confinement were the origin of the observed rcdshift, one 
would expect it to be independent of the size of the ensemble, which is not the case. Our experimental 
results can alternatively be understood in terms of a thermal effect in which heat is being retained in the 
porous media and as a result a thermal PL rcdshift is taking place. Previously, it has been formulated that 
the temperature dependence PL is of the form [25]: 

This relation represents the modification of a band gap of a semiconductor due to the elcctron-phonon 
interaction, In Equation 2, a is a measure of the strength of the interaction, and © = E^lkg where Ep is 

the average phonon energy. We used Equation 2 with the parameters wc found previously for GaN fihns 
[26]. Our calculations indicate that in the large ensembles the temperature can be as high as ~ 600 K. Our 
preliminary studies on the phonon dynamics of the GaN nanorods support our PL analysis. Figure 5 
depicts the Raman spectra of the Al(LO) mode of a large ensemble of GaN nanorods (~ 10 \im) at two 
different laser powers.   At a relatively low power ~ 0.3 mW the Raman peak is at 735±I cm'' which is 
tlio expected value for the AI(LO) mode in GaN films and bulk [27]. However, for elevated laser power ~ 
2.3 mW the peak position shifted to 729+1 cm"'. No shift was observed for a small ensemble nor for GaN 
film. Previous studies on temperature dependence of Raman of free standing GaN and epitaxial film have 
indicted that at near room temperature the AI(LO) is at ~ 736 cm"', and for temperature of- 660 K is at ~ 
730 em"' [28]. In light of the reported findings, the temperature inferred from our observed Raman peak 
shift thus concurs with the temperature predicted via the PL analysis (~ 600K). In light of the above 
discussion concerning the PL red shift we sunnise that the laser heats the particles via absorption, and 
upon cooling to equilibrium temperature the heat is being transferred into the voids. For a large ensemble 
due to the convoluted geometiy heat is being trapped inside the voids, while for a small ensemble the heat 
can percolate out to the environment. 

An additional impact of this thermal effect is the intensity saturation of the GaN ensemble at 
elevated laser power. In contrast to GaN, the PL of ZnO exhibits anomalous and unrecovered intensity (~ 
25% losses) characteristics as can be seen in Figure 4. The anomalous behavior of the photoluminescencc 
of the ZnO ensemble can be hypothesized to originate from oxygen vacancies which are being formed via 
the heat and which act as nonradiative centers for the UV-luminesccncc. Previous work linked the 
presence of oxygen vacancies in ZnO to the variations in the luminescence [29]. The ZnO powders used 
in this research consist of almost round particles of average size of 200 nm and voids of similar size. 
Rcdshift due to the transfer mechanism among the particles in this size regime is not expected; 
confinement effects arc prominent only in sizes of a few nm. More notably, if a confinement effect were 
present it would be independent of the ensemble size, and that is not the case as was demonstrated by our 
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Figure 6.   The behavior of the PL intensity as a function of laser power for ensemble of GaN 
nanorods: spectra acquired (a) in air, and (b) in vacuum. 

results. We arc currently addressing the topic of the UV and the visible green PL of ZnO powders, and arc 
looking into the issue of whether laser damage induces excess oxygen vacancies or other deep complexes 
[2, 30] which might explain our results concerning the abnormal PL intensity saturation. 

Direct measurements of the temperature and heat transfer mechanisms due to laser heating in an 
ensemble of nanoparticles is a challenging undertaking that will be addressed in a future study; however, 
in order to gain farther insight into this issue we investigated the PL emission energies of ensembles of 
the GaN nanopowders placed in air as well as in vacuum. The basis for that analysis lies in the fact that 
for an ensemble with interparticle separation at the submicron scale, a convective cooling by air is 
expected which would depend on the extent of the vacuum state. Figure 6 (a, b) shows the PL spectrum of 
the GaN nanorods as a function of laser power in air and in vacuum. Our data indicate that the PL 
properties of the ensemble in vacuum are more susceptible to the laser power than those of ensembles in 
air. For laser power of 3 mW, the PL energy in vacuum rcdshifts by ~ 80 meV relative to that in air 
accompanied by a significant thermal spectral line broadening. Our finding can be explained in terms of 
the efficiency of convection in the two environments and can be approximated from the mean free path X 
for air, [31-32]: 

;1-5X10-VP, (3) 
whore P is the pressure in units of Torr, and the mean free path, A, is in cm. Our optical system has a 
vacuum cell with a pressure of 10"'' Torr. For this vacuum state, /i = 50 em, a value that is much larger 
than the dimension of the average interparticle separation distance of ~ 300 nm (see Figure 1). Under such 
conditions, convective cooling becomes inefficient, and the ensemble retains more of the heat that causes 
the PL redshift. In contrast, the mean free path for air at atmospheric pressure is ~ 65 nm which is less 
than the interparticle separation distance, and partial cooling via convection in a percolated fashion can 
take place, so that the PL is less affected by the laser heating. In a simplified model, the overall heat 
transfer dynamics of the ensemble in thermal equilibrium occur by the heating of the particles via the 
laser and the cooling via convection, radiation, and thermal conduction. Convection and thermal cooling 
need a transfer media, while radiation process is always present. The bulk bandgap value of GaN is 
~3.5 eV and the laser excitation energy in our experiments is 5.08 eV; thus, heating of the crystallites 
occurs principally via the absorption which is significant at that laser energy (absorption length ~ 50 nm) 
[33]. Therefore the laser heating occurs via the principal light beam which due to the voids in the 
ensemble can penetrate a certain distance, as well as via light scattering in the enclosure. 

Since some of the particles arc in contact with each other, thermal conductivity can take place 
from the upper layer of the ensemble to the lower layers and to the substrate. We investigated the impact 
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of the substrate used in the air experiments using two types of substrates: diamond and glass of 
conduetion coefficients of 2300 and 1.0 ff / m • A" respectively [32], We found no significant difference 
in the PL results between the two, and we speculate that due to the short absorption length and the 
compact geometry of the ensemble, the laser-particle interaction occurs mainly at the top few microns of 
the large ensemble and that heat dissipation via the substrate-conduction in our ensemble configuration is 
not as significant as convective cooling. To verify this hypothesis we measured the laser-power 
transmission aflcr exiting the ensemble (and compensating for the absorption in the substrate) and found 
that only a negligible fraction of the laser light is transmitted through the ensemble. 

In conclusion, we investigated the optical properties of wide bandgap nanocrystallite ensembles. 
Our analyses indicate that when dealing with sub-micron crystallites, the properties of the ensemble as a 
whole have to be taken into account along with the underlying properties of the individual crystallites. We 
found that the PL for GaN and ZnO concurs with the exciton model; moreover, intensity saturation was 
observed and was attributed to result from laser heating and heat trapping in the enclosure of the 
relatively large ensemble. Additionally, the PL of the ZnO ensembles exhibits an anomalous saturation 
behavior that was attributed to the laser heating damage. Lastly, PL in a vacuum state exhibits thermal 
shift relative to that in air, indicative of the importance of the convective cooling process in the porous 
media. 
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ABSTRACT 

Silicon/silicide/oxide nanochains, which have an alternate arrangement of silicon/copper 
silicide composite nanoparticles and oxide nanowires, were fabricated using siUcon/oxide 
nanochains as templates.    Photoluminescence was observed at room temperature and 
considered to be due to recombination of excitons in oxide.   Electrostatic potential in the 
material was also investigated by electron holography.    No visible potential bending at the 
siUcon/silicide interface was detected. 

INTRODUCTION 

Self-organized formation of composite nanomaterials with heterointerfaces and their 
characterization have been attracted much attention in recent years [1-3].   This class of 
nanostructures sometimes exhibits rich functionalities, and can be a candidate for building 
blocks of future devices of bottom-up basis.    On the one hand, electron holography has been 
applied to studying Si p-n junction [4], an AlGaN/InGaN/AlGaN diode [5] and Au/TiOa 
catalysts [6], and is also considered to be an optimal tool for investigating electrostatic potential 
and charge distribution in nanomaterials with self-formed heterointerfaces at nanometer-scale. 

In this paper, we report that more complex hetero-nanostructures can be fabricated by using 
templates through a self-organized process.    Silicon/oxide nanochains [7-14] which have an 
alternate arrangement of siUcon nanocrystaUites and oxide wires in one-dimension forming a 
chain-like structure were used as templates to fabricate silicon/silicide/oxide composite 
nanomaterials [15].   In addition to the luminescence property, electrostatic potential across a 
heterointerface was investigated by electron holography. 

EXPERIMENTAL DETAILS 

The templates, silicon/oxide nanochains [7-14], were grown via the well-know vapor-hquid- 
solid (VLS) process [16,17].    To make catalytic particles for the VLS growth of the 
silicon/oxide nanochains, gold about 10 nm thick was deposited on a silicon substrate (n-type, 
lO'Vcm') and heated to 500 °C for 30 min in an evacuated silica container.   Then, the silicon 
substrate was sealed in a new container and heated to 1200 °C for 2 h for the silicon/oxide 
nanochain growth.    For fabricating silicon/silicide/oxide nanochains [15], the silicon/oxide 
nanochains were sealed with a small piece of copper in an evacuated siUca container and heated 
to 700 °C for 10 min to infuse copper into silicon/oxide nanochains.    Conventional 
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transmission electron microscopy (TEM) observations were performed on a 200kV-TEM, JEOL 
JEM-2010.   PL was measured on a TEM, JEOL JEM-2000EX which was equipped with 
optical measurement system [18, 19] at room temperature.    The 514.5nm emission of an Ar ion 
laser was used for excitation.   Electron holograms were recorded on a 300kV-TEM, JEOL 
JEM3000F with a field emission gun at AIST-Kansai.    The fringe spacing of the hologram was 
about 0.25 nm.    Phase images were reconstructed using the JEOL HIPS software. 

RESULTS AND DISCUSSION 

Structure and formation mechanism 

A TEM image of the templates, silicon/oxide nanochains, is shown in figure la.    Silicon 
nanocrystallites, which were nearly spherical, were covered with and connected by amorphous 
silicon oxide forming chain-like structures.    After the silicon/oxide nanochains were heated 
with copper, the sihcon/silicide/oxide nanochains were formed as shown in figure lb, where the 
copper silicide was hemispherical and appeared in dark contrast.    The result of energy- 
dispersive x-ray (EDX) analysis is shown in figure 2.    No copper was detected when the 
electron probe was off the silicide region.    Electron diffraction and EDX analysis showed that 
the copper silicide was r|"-Cu3Si [20]. 

The formation mechanism of the silicon/silicide/oxide nanochains is considered to be simple 
infusion of copper into silicon/oxide nanochains, followed by silicidation in knots.    Due to the 
infusion of copper, the dimensions of nanochains increased through silicidation: the diameter of 
nanocrystallites from 13.6 ± 1.2 to 14.6 ± 2.2 nm, and the thickness of surface oxide from2.2 ± 
0.2 to 3.9 ± 0.6 nm.    Using these values, it can be concluded that about half of the silicon 
atoms in a silicon crystallite must have been ejected and oxidized on the surface contributing to 
the increase in the thickness of the surface oxide layer. 

1     /     ".ilioin 

Figure 1. TEM images of (a) silicon/oxide nanochains and (b) silicon/silicide/oxide 
nanochains. 
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Photoluminescence 

The PL of 2.2 eV (-560 nm) was observed from silicon/silicide/oxide nanochains at room 
temperature as shown in figure 3.    The photon energy is much larger than that predicted by 
quantum confinement effect in a siUcon nanocrystallite: since the silicon nanocrystallites in the 
nanochains were over 10 nm in diameter, no significant quantum confinement effect can be 

Energy (keV) 

Figure 2. EDX spectra from the positions 1, 2, and 3 indicated in the inset (TEM 
image). The Mo peak was due to a Mo supporting grid. 

600 700 800 900 

Wavelength (nm) 

Figure 3. PL spectrum of silicon/silicide/oxide nanochains at room temperature 
excited by the 514.5nm emission of an Ar ion laser. 
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expected.    We observed similar luminescence from fully oxidized silicon/oxide nanochains. 
Accordingly, the PL was very likely to originate from amorphous oxide which covers and 
connects nanocrystallites.    Tentatively, the PL was attributed to the recombination of self- 
trapped excitons in oxide [21, 22]. 

Electrostatic potential 

Electrostatic potential across a silicon/copper silicide nanointerface was investigated by 
electron holography.    As is well known, phase shift of an exit electron wave,  A^ , which can 

be measured by electron holography is proportional to the electrostatic potential,  V^,, and the 

thickness, t,ofa material. 

A</> = C^Vot, (1) 

where  C^.  is a constant.    Accordingly, given that the thickness is estimated by other methods 
such as conventional TEM, the potential can be determined.    In figure 4, we show a phase 
image of a silicon/silicide/oxide nanochain reconstructed from a hologram, and its line profile. 
The silicon/silicide interface is abrupt, thus the observation is almost along the interface.    The 
phase image clearly revealed the difference in potential and a line profile (figure 4b) was 
examined in detail.    Since the reported mean inner potential of silicon and silicon dioxide is 
almost the same [23], the profile on silicon and oxide was fitted by the same curve.    We also 
assumed that the nanocrystallite and surface oxide was spherical.    As shown in figure 4b, no 
distinct deviation of the experimental curve from the fitting around the silicon/silicide interface, 
namely no potential bending, was observed.    Accordingly, no strong electrostatic field was 
formed at the interface. 

Values of mean inner potential of silicon and copper silicide were determined from the 
fitting curves as 6.8 and 14.0 V, respectively.    These values are much smaller than those 

0 10 20 
Position (nm) 

Figure 4. (a) Phase image of a silicon/silicide/oxide nanochain and (b) its Une 
profile. Curve I: experimental data, curve 2: fitting to silicon and oxide region, 
curve 3: curve 1 - curve 2, and curve 4: fitting to the curve 3. 
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calculated to be 9.8 and 17.7 V for silicon and copper silicide, respectively.    Furthermore, 
reported values for silicon ranges from 9.26 to 12.1 V [23], which are not consistent with our 
experimental value.    We tentatively attribute the difference to charging of the material due to 
incident electrons. 

CONCLUSIONS 

By infusing metal into template nanostructures, siUcon/oxide nanochains, we have fabricated 
more complex self-organized nanostructures, silicon/siUcide/oxide nanochains, where 
silicon/copper silicide composite nanoparticles were covered with and connected by amorphous 
silicon oxide.   PL of 2.2 eV was observed from nanochains at room temperature and attributed 
to the recombination of excitons in oxide.    Electrostatic potential across the silicon/silicide 
interface was investigated by electron holography and no visible charge transfer was detected at 
the interface. 
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ABSTRACT 

Three kinds of single metal oxide (Mn02, ZnO, and AIO(OH)) and one complex metal 
oxide (K20-6Ti02) having nano structure of wire, rod and ribbon were rapidly synthesized by 
hydrothermal synthesis in supercritical water. Aqueous Mn(N03)2, Zn(N0)2, A1(N03)3 solutions 
and mixtures of Ti02 sols and KOH solutions were used as starting materials, respectively. 
Syntheses of these nanostructured materials were performed by a flow type apparatus.   We 
investigated the relationship between reaction parameters (temperature, pH and reaction time) 
and morphologies of the products. Reaction temperatures were 350, 400, and 420 °C.    Reaction 
time is in the range of 1.8 -116 s. The product was characterized by X-ray diffraction (XRD) and 
transmission electron microscopy (TEM). The results show that particle morphologies strongly 
depend on pH for Mn02 and ZnO. Mn02 nanowires with 10 nm in diameter and ZnO nanorods 
with 50 nm in diameter were obtained from acidic metal salt solutions. In the case of AIO(OH), 
temperature and time were key parameters for crystal growth. In the case of K206Ti02, larger 
fibrous particles with 50 nm in diameter were obtained at higher reaction temperature. 

INTRODUCTION 

One-dimension materials such as rod, wire and ribbon are of interest in wide fields of 
semiconductor, electric, optical devices due to these specific physical and chemical properties 
that are different form bulk materials. Formation of carbon nanotube or some metal nanowires 
(e.g. Ag, Si) has shown tremendous success [1]. Recently production of nanorod or nanowire of 
metal oxides has been reported by many researchers. Two methods are establishing to produce 
nanostructured metal oxide. One is anodic alumina template (AAT) techniques. Production of 
nanorods or nanowires of NiO[2], Si02[3], Ti02[4], Zr02[5], In203[6-8], LiCo02[9], LiNiO2[10] 
was reported by AAT methods. The other is epitaxial growth method by which several metal 
oxide nanowires such as Ti02[l 1] and ZnO[12-14] were successfully synthesized.    Besides 
these methods, hydrothermal synthesis is one of the promising methods for nano structure 
materials, too and ZnO [15] and ZnW04 [16] nanorods were synthesized by hydrothermal routes. 
Considering from the practical mass production, these methods have some problems such as 
requirement of complex multi-step treatments and use of expensive raw materials. It is desirable 
to develop simple and practical method for the production of nanostructure materials. 

One of methods for producing metal oxide nanoparticles is hydrothermal synthesis in 
supercritical water using a flow type apparatus [17].    Immediate formation of metal oxide nano 
particles was achieved by feeding aqueous metal salt solution into supercritical water in a flow 
reactor.    The specific features of this method as reviewed by Adschiri [18] are (i) nano particle 
formation, (ii) controllability of redox reaction, (iii) variety of morphology of particle obtained. 
These features could concern with the variation of thermodynamic and transport properties of 
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water near the critical point. 
In this paper, we demonstrate the production of nano-structured materials of three single 

metal oxides and a complex oxide by hydrothermal synthesis in supercritical water.    We 
investigated the effecLs of experimental parameters including temperature, time, and pH, on 
particle morphologies and discuss the predominant parameters. 

EXPERIMENTAL 

Materials 
Manganese nitrate (Mn(N03)2: WAKO Chemicals Co. Ltd), zinc nitrate (Zn(N03)2, 

Wako chemicals Co. Ltd, and aluminum nitrate (A1(N03)39H20 : WAKO Chemicals Co. Ltd) 
were used as raw materials. For K206Ti02 production, titanium oxide sols (STSOl: Ishihara 
Sangyo Kaisya Ltd.) and aqueous potassium hydroxide (KOH: WAKO Chemicals Co. Ltd) 
solution were used as starting materials. The starting solutions were prepared by dissolving these 
metal salts into distilled water to be designated concentration. 

Method 
Figure 1 shows a schematic diagram of experimental apparatus.    The metal salt 

solution was fed by a high pressure pump at 4 cmVmin of flow rate.    For the rapid heating 
distilled water was fed by pump at 11.0 cm'/min of flow rate and then preheated by an external 
electric furnace. Two streams were mixed at a mixing point.    The reactant was heated to the 
reaction temperature, and then hydrothermal reaction occurred.    The reactant was introduced to 
a reactor that was maintained at the reaction temperature by an external furnace and then 
quenched by cooling at the end of the reactor.    The reaction time was adjusted by changing 
reactor volumes.    The cooled reactant was decompressed through a back-pressure regulator and 
recovered in the reservoir.    Almost solid-products were captured by an in-line filter (pore size 
500 nm) in front of the back-pressure regulator. Reaction pressure was controlled to 30 MPa by 
the back-pressure regulator. 

r.,«i„. Electric Furnace 

H:^^ 

Figure L Schematic diagram of experimental apparatus for producing nano-structured materials 
via hydrothermal synthesis in supercritical water. 
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Analyses 
The solid-products captured in the in-Hne filter were dried in an oven at 60 °C for 24 

hours.   Concentrations of the remained metal ions in the reservoir were determined by ICP 
technique to evaluate conversions of metal ions.    Crystal structure of products was determined 
by X-ray diffraction (XRD: RIGAKU RINT 2000).   Particle morphologies and size were 
measured by transmission electron microscopy (TEM: FEI, TECNAI G20). 

RESULTS AND DISCUSSION 

Production of manganese dioxide nanowire 
Nanostructured manganese dioxides are expected to use as highly effective electrode 

materials or stable catalyst for a supercritical water oxidation process.   We investigated the 
effects of reaction temperature, pH, and oxidant (H2O2) on products in hydrothermal reaction of 
0.025M Mn(N03)2 solutions.   Table 1 shows experimental conditions and results for manganese 
oxide production.    As shown in table 1, crystal structure of products strongly depended on both 
reaction temperature and pH.   At 350 °C, product was Mn203.   With increasing reaction 
temperature to 400 °C, the products changed from Mn203 to Mn02.   The manganese ion (Mn^'*') 
in a starting solution was oxidized by HNO3 or O2 that was formed by thermal decomposition of 
HNO3. The results revealed that the oxidation of Mn^* proceeds at higher temperature. 
According to TEM, morphology of MniOs was spheres with 50 nm in diameter and that of Mn02 
was nanowire with 10 nm in diameter 

Next, the influence of pH of starting solution on products was investigated at 400 °C. 
With increasing pH, the product changed from Mn02 through MniOs to Mn304, and the Mn * 
conversion increased.    Figure 2 shows TEM images of products under various pH.    Crystal 
growth of fibrous Mn02 (Mn4) in the presence of HNO3 was observed by TEM (Figure 2(a)). 
The morphology of Mn203(Mn6) and Mn304 (Mn7) was sphere and rhombic, respectively, as 
shown in Figure 2(b) and (c).    From these results, both oxidation of Mn(II) and dissolving 
manganese ions are important to grow fibrous Mn02 particles.    So, we conducted an experiment 
to examine the effect of oxidant.   Figure 2(d) showsMnOa particles obtained in the presence of 
peroxide.    Larger Mn02 wires (Mn8) were obtained as expected. 

Table 1 Experimental conditions and results for producing manganese oxide 
Sample Temp. 

°C 
Additive and 
concentration / M 

pH Conversion 
ofMn(II) 

Product Morphologies 

Mnl 350 None 4.81 0.87 MnzOs Sphere 
Mn2 380 None 4.81 0.84 MnjO,, PMn02 Sphere, Wire 
Mn3 400 None 4.81 0.80 PMn02 Wire 
Mn4 400 NHO3/O.O5 2.05 0.83 PMn02 Wire 
Mn5 400 KOH / 0.05 8.73 0.95 PMn02, Mn203 Wire, Sphere 
Mn6 400 KOH / 0.075 11.58 0.95 Mn203 Sphere 
Mn7 400 KOH/0.1 11.98 0.99 Mn304 Rhombic 
Mn8 400 H2O2/O.OI 4.57 0.83 PMn02 Wire 
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(a) (b) (c) 
Figure 2 TEM images of manganese oxide particles with various crystal structures. 
(a) MnOa nanowires (Mn4), (b) Mn203 nanoparticles (Mn6), (c) Mn304 rhombic plate (Mn7), 
and (d) Larger MnOj wires obtained in the presence of H2O2 (Mn8). 

Production of Zinc Oxide nanorod 
Nanostructured zinc oxide can be used as sensitive gas sensor or phosphor materials. 

In the case of manganese oxide system, the pH was one of main factors on both particle 
morphologies and crystal stmcture.    So we investigated the effect of pH on ZnO particle 
formation using 0.02M zinc nitrate solutions with various pH adjusted by addition of KOH. 
Reaction temperature and time were 400 °C and 1.8 s, respectively.    Table 2 shows 
experimental conditions and results for ZnO formation.    Conversion of zinc ions increased with 
increasing pH.    According to XRD analyses, particles obtained in all experiment were ZnO 
(Zincite). 

Figure 3 shows TEM images of ZnO particles obtained from zinc nitrate solution with 
various pH.    In the case of acidic condition, ZnO nanorods were obtained (Znl, Zn2).    With 
increasing pH, particle moiphologies changed from rod to sphere.    The morphology of ZnO 
particles concerned with the conversion of zinc ion as descried in Table 2.    The conversions of 
zinc ion in acidic condition (Znl, Zn2) were lower than those in basic condition (Zn3, Zn4). 
These dissolving zinc ions in the reaction field seemed to contribute to the crystal growth of ZnO 
rod, which was analogous to the case of Mn02 particles.    On the other hand, in the basic 
condition, hydrothermal reaction and crystal growth was finished immediately (> 90% of 
conversion), and so spherical particle formed. 

Table 2 Experimental conditions and results for producing ZnO particles 
Sample Temp. 

°C 
KOH cone. 
M 

pH Conversion 
ofZn(II) 

Morphologies 

Znl 400 0 5.46 0.57 Rod 
Zn2 400 0.02 6.55 0.74 Rod, Sphere 
Zn3 400 0.04 10.53 0.91 Sphere 
Zn4 400 0.06 12.45 0.92 Sphere 

Production of AIO(OH) nano-ribbon 

The nanostructured AIO(OH) particles are expected to use translucent conductive 
materials or catalysts having high specific surface areas. Production of AIO(OH) particles by this 
method has been studied[19][20]. The morphologies of particle depended on the initial 
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(a) (b) (c) (d) 
Figure 3 TEM images of zinc oxide particles obtained form various pH of (a) 5.46, (b)6.55, 
(c) 10.53 and (d) 12.45. 

aluminum nitrate concentration and reaction temperature [19]. In addition, the pH of starting 
solution is a key parameter to determine the direction of the crystal growth [20].    In this study, 
we investigated the effect of reaction time on particle growth at 350 °C and 400 °C using 0.05M 
A1(N03) solutions (pH = 1.90). 

Products obtained in all experiments were identified as AIO(OH) by means of XRD 
analyses.    Figures 4(a)(b) shows TEM images of AIO(OH) obtained at 350°C and 30MPa for 
various reaction times.    Particles of 38 s of reaction times were rhombic and those of 116 s were 
hexagonal plate.    On the other hand, AIO(OH) particles did not grow with increasing reaction 
times in supercritical water.    In the case of MnOj and ZnO, the particles grew by inclusion of 
the dissolving metal ions.    In this AIO(OH) system, particle growth was observed even if 
conversion of aluminum ions achieved to 96 % at 38 s of reaction times as described in Table 3. 
We think that these crystal growth can be cause by Ostwald ripening due to high solvent power 
of subcritical water. 

Table 3 Experimental conditions and results for producing AIO(OH) particles 
Sample Temp. Reaction time 

Sec 
Conversion of 
Al(III) 

Morphologies 

All 350 38 0.96 Rhombic 
A12 350 116 0.99 Ribon 
A13 400 21 0.99 Rhombic 
A14 400 63 0.99 Rhombic 

Prodcution of K70-6Ti02 nanowire 

In above section, we showed the availability of preparation of single metal oxide 
nanowires for single metal oxide. Finally, we would like to introduce the case of complex metal 
oxide.    The production of K206Ti02 was demonstrated as an example, which was used as 
photocatalytic materials [21]. 

From the results, crystal structure strongly depended on the reaction temperature and 
KOH concentration. Single phase of K206Ti02 was obtained at the reaction temperature at 400 
°C or higher and it is required that KOH concentration in higher than 0.4M. Figure 4(c) shows 
TEM image of KTO particles at reaction temperature of 400°C. Crystalline nano wires with 10 
nm in diameter were obtained. With increasing reaction temperature from 400°C to 420°C, 
crystal growth proceeded and larger wires with 50 nm in diameter were obtained. 

267 



50 nm 

Figure 4. TEM image of AlOOH particles and K206Ti02 nanowires. 
AlOOH particles were obtained at 350°C and 30MPa for various reaction times of (a) 38s 

and (b) 116 s.    (c) K206Ti02 nanowire obtained at 400°C and 30MPa for 2.1 s. 

CONCLUSION 
We proposed a simple and practical method for producing nanostructured materials via 

hydrothermal synthesis in supercritical water.    We revealed that there were key reaction 
parameters to obtain nanostructured metal oxides.    MnOa nanowires and ZnO nanorods were 
obtained from acidic solution under supercritical condition. AIO(OH) nano ribbons were 
obtained by crystal growth in subcritical water having high solvent power. Larger K206Ti02 
wires were obtained at higher reaction temperature of 420°C. These materials are expected to 
apply for effective electrode for the battery, phosphor, and catalyst. 
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Superparamagnetic Iron Oxide Nanoarticles for Biomedical Applications : a focus on PVA 
as a coating 

M.Chastellain, A. Petri and H. Hofmann 
Powder Technology Laboratory, Swiss Federal Institute of Technology (EPFL), Switzerland 

ABSTRACT 

Nanoscaled particles showing a superparamagnetic behavior have been intensively studied 
these past years for biomedical applications and water-based ferrofluids turned out to be 
promising candidates for various in vivo as well as in vitro applications. Nevertheless, the lack of 
well-defined particles remains an important problem. One of the major challenges is still the 
large-scale synthesis of particles with a narrow size distribution. In this work iron oxide 
nanoparticles are obtained by classical co-precipitation in a water-based medium and are 
subsequently coated with polyvinyl alcohol. The thus obtained ferrofluids are studied and a focus 
is made on their colloidal stability. 

INTRODUCTION 

The recent development of a large variety of ferrofluids has led to a range of new biomedical 
and diagnostic applications [1-9]. Various applications such as magnetic separation techniques or 
magnetic resonance imaging (MRI) are relatively well established on the market, whereas drug 
delivery and targeting are still in a development stage. An important application in the field of 
drug targeting is related to the healthcare of the elderly, in particular at diseases of the musculo- 
skeleta! system. Many of these diseases are characterized by severe inflammation, disability and 
pain [10]. If a better control of inflammation can be obtained, dosages can be reduced, side 
effects on other tissues can be eliminated, and immediate action can be taken. The application of 
static external magnetic fields in order to target the drug-loaded particles to an area of 
inflammation e.g. a joint may provide an important component of such treatments. Although a 
large interest exists in the field of radiology and oncology from the medical side, more 
fundamental research is still needed to show the feasibility of the concept. 

A major drawback for a lot of applications remains the lack of well-defined and well- 
characterized particles. Growing attention is paid to iron oxide nanoparticles embedded in a 
polymer matrix. The matrix fulfils several demands : on the one hand it acts as a stabiUzer, on 
the other hand it determines the physicochemical properties of the material and allows further 
surface functionalization. In this study ferrofluids based on polyvinylic alcohol (PVA) coated 
iron oxide particles have been prepared by alkaline co-precipitation of ferric and ferrous 
chlorides in aqueous solution. Different techniques have been applied in order to obtain 
extensive information about the iron oxide core composition, structure and size distribution. 
Photon correlation spectroscopy was used for PVA coating characterization. 

EXPERIMENTAL DETAILS 

All chemicals were analytical reagent grade and were used without further purification. 
Ultra-pure de-ionized water (Seralpur delta UV/UF setting, 0.055 nS/cm) was used in all 
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synthesis steps. D-9527 Sigma cellulose membrane dialysis tubing with a molecular weight cut 
off at 12'000 was used for dialysis. The obtained ferrofluids were stored at 4 °C. 
Superparamagnetic PVA coated nanoparticles were prepared by alkaline co-precipitation of 

ferric and feiTous chlorides in aqueous solution [11]. Solutions of FeCl3-6H20 and FeCl2-4H20 
were mixed and precipitated with a six time smaller volume of concentrated ammonia while 
stirring vigorously. The black precipitate, which immediately formed was washed .several times 
with ultra-pure water until the pH decreased from about 10 to 7. The sample was centrifuged for 
5 minutes at S'OOO g. The supernatant was discarded. The solid was collected and refluxed in a 
mixture of 0.8M nitric acid and 0.2 IM aqueous Fe(N03)3-9H20 for 1 hour. During this step the 
formation of nitric oxide could be obsei-ved. The system was allowed to cool down to room 
temperature, the remaining liquid was discarded, and 100 ml of ultra-pure water was added to the 
slun-y, which immediately dispersed. The obtained black suspension was dialysed for 2 days 
again,st 0.01 M nitric acid. Tlic suspension was then centrifuged for 15 minutes at 30'000 g. The 
supernatant was collected and mixed with different solutions of polyvinylic alcohol. 

Light scattering measurements for particle size investigations were carried out on a photon 
correlation spectrometer (PCS) from Brookhaven equipped with a BI-9000AT digital 
autocorrelator. Measurements were performed using a 661 nm laser illumination and the detector 
position was set to 90°. The CONTIN method was used for data processing. All suspensions 
were diluted in 0.01 M nitric acid prior to measurement and showed a pH of 2.3. The water used 
for dispersion medium preparation was always filtered on 20 nm ceramic filters. The iron oxide 
concentration was always 0.03 mg/ml. Viscosity and refractive index of pure water were used for 
as dilution media characteristics. The theoretical refractive index of magnetite was used to 
calculate the number weighted distribution from the raw intensity weighted values. 

DISCUSSION 

X-ray diffraction, transmission electron microscopy, atomic force microscopy and magnetic 
characterization were carried out on bare iron oxide particles [12]. The different data agreed to 
show crystalline almost spherical particles with an average diameter of 9±1 nm. Bare iron oxide 
particles are usually stable under acidic conditions (pH around 2) but flocculation arises at 
physiological pH (around 7). For biomedical applications a coating is thus required. 

The result of photon correlation spectroscopy for bare particles is presented below (see figure 
1). A more detailed description of these results (quantitative approach) is given in reference [12]. 
Bare particles present an average hydrodynamic diameter of 13 nm. The shoulder is thought to 
be due to the presence of agglomerates as described elsewhere [13]. The latter might by 
reversible dynamic structures evolving with time. 

The diameter measured with PCS (average of 13 nm) was bigger than what was found for 
dried particles (XRD and TEM). The difference was attributed to an electrolyte layer associated 
to the particles. Such a stmcture moving with particles is known to sometimes be as thick as 3 
nm in the ca.se of nanoscale iron oxide particles [14]. 

When adding PVA, the size is found to increase (see figure la and lb). The PVA 
conformation in water is complex [15] and its interactions with the iron oxide nanoparticles are 
not known. They are nevertheless thought to arise through hydrogen bridging [16] leading to a 
PVA-based hydrogel structure, which should form around the particles. The PCS hydrodynamic 
diameter measured for both bare and coated particles is summarized below (see Table 1). A PVA 
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over iron oxide mass ratio of 0.72 leads to almost no noticeable size increase (Fig. la). When 
increasing the polymer amount the average diameter is shifted towards bigger values (Fig. la). 
Figure lb shows that a mass ratio of 1.44 (average of 21 nm) gives similar results to what is 
obtained with a ratio of 7.2 and 14.4 (average of 19 nm and 22 nm respectively). The critical 
value of 1.44 is thus found to correspond to a trend change, in this case a peak shift hmit. Above 
this critical concentration, the average diameter increase arises due to a broadening of the 
distribution tail on the large size side. This observation is confirmed by zeta potential 
measurements, which show that a ratio of 1.44 corresponds to the surface adsorption saturation. 
It is to be noted here that after adding PVA, the size distributions seem to deviate from the 
classical log-normal shape appropriate to describe bare particles. This tendency is attributed to 
the formation of an increasing number of agglomerates made of a few iron oxide nanoparticles 
embedded in a PVA-hydrogel structure. 
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Figure 1. PCS number weighted hydrodynamic diameter distribution for bare and PVA coated 
particles suspended in 0.01 M nitric acid (pH of 2.3). (a) Adding PVA (from a PVA/iron oxide 
mass ratio of 0 up to 1.44) leads to a peak shift towards higher sizes, (b) For higher polymer 
contents (from a PVA/iron oxide mass ratio of 1.44 up to 14.4) the size increase is rather due to a 
size distribution broadening. 

Table 1. Summary of iron oxide particles PCS hydrodynamic average diameters : the statistical 
error is always given. 

PVA/iron oxide mass ratio Average diameter [nm] 

0 13±10 
0.7 14±9 
1.1 17±7 
1.4 21±4 
7.2 19±6 
14.4 22+6 

CONCLUSION 

All data show primary crystalline iron oxide particles with an average diameter of about 9 
nm and a lognormal size distribution ranging between 5 and 20 nm [12]. The PCS hydrodynamic 
diameter of bare particles is measured to be 3 nm thicker. The difference agrees well with the 
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assumption of an electrolyte layer moving along with the particles described elsewhere. Adding 
PVA leads to a size increase. Up to an iron oxide over PVA mass ratio of 1.44, the main peak 
shifts towards higher values, which is attributed to the formation of a coating-like structure. 
Above this limit corresponding to the surface saturation with polymer, the distribution broadens 
probably because of the formation of agglomerates. 

PVA coated particles were studied in vitro and showed suitable biocompatibility. The ferrofluids 
were then successfully used intraarticularly and periarticularly in short term experiments in the 
carpal and stifle joint of experimental sheeps [17]. 

Further experiments have been carried out with amino-modified PVA and particles could 
successfully be modified so that to be taken up by tumor cells according to an active, saturable 
mechanism [18]. 
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ABSTRACT 

ZnS:Mn^* nanoparticles were synthesized via a wet chemical method with L-cysteine as the 
stabilizing agent. The obtained aqueous dispersions show an orange luminescence, which is 
typical for the "TI -» ^A| transition within the Mn^"" d-orbitals. The fluorescence quantum yield 
has been determined with quinine sulphate as a dye reference. It can be increased after formation 
of a SiOz shell around the particles by a factor of three. The particle size was determined with 
transmission electron microscopy (TEM), X-ray diffraction and PCS measurements. 

INTRODUCTION 

Fluorescence is a widely used tool in biological and medical analysis. Conventional dye 
molecules impose stringent requirements on the optical system used to make these 
measurements. Their narrow excitation spectrum makes simultaneous excitation difficult in most 
cases, and their broad emission spectrum with a long red tail introduces detection problems [1]. 
Furthermore, for multicolour experiments it is not possible to excite a whole group of molecules 
with only one laser, which would be the ideal case. Another disadvantage of these organic dyes 
is the so-called photobleanching, i.e. the fluorescence degradation during UV exposure. 
These problems could be overcome with inorganic semiconductor nanocrystals. Here the 
excitation over the band gap leads to a broad excitation spectrum and the fluorescence is emitted 
in a narrow and symmetric spectrum either by recombination of the electron and the whole over 
the band gap (e.g. CdSe, CdS) or by d-orbital transitions for doped semiconductors like 
ZnS:Mn^'^. In the first case different colours for multicolour experiments can be achieved by 
varying the particle sizes since the band gap energy increases with decreasing particle size, in the 
second case by variation of the dopand. On this article we present Mn^"^ doped ZnS as a model 
system for doped semiconductor nanoparticles. 

EXPERIMENTAL DETAILS 

All chemicals were analytical reagent grade and were used without further purification. Ultra- 
pure deionised water (Seralpur delta UV/UF setting, 0.055 ^iS/cm) was used in all synthesis 
steps. D-9527 Sigma cellulose membrane dialysis tubing with a molecular weight cut off at 
12'000 was used in all dialysis steps. 

Fluorescent, L-cysteine coated ZnSiMn^'" nanoparticles were prepared by precipitation of the 
sulphide from aqueous solution in the presence of the surfactant. To do this, solutions of 
ZnS04-7H20 (IM, in O.OIM HCl), L-cysteine (0.25M) and MnCh^HaO (O.OIM, 0.1-0.35 
mol%) were mixed and the ZnSiMn^"" precipitated with a Na2S-xH20 (pH 13.5) (IM, S^VZn^* 
ratio of 2.0) solution in a N2 atmosphere without stirring. Due to the basic shock with the NaaS 
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injection Zn(OH)2 precipitates first. The formed white precipitate slowly redisolves under 
formation of ZnS:Mn^* nanoparticles during incubation under N2 for 30 min and a 60°C thermal 
treatment for one hour. The obtained dispersions looked transparent and were purified by dialysis 
against either NaOH (O.OIM) or ultra pure deionised water. The powders were isolated by 
freeze-drying. 

For Si02 coated particles 3-(mercaptopropyl)methoxysilane (1 mM) was added to the 
dispersion and agitated for one night to partially replace the cysteine. After addition of sodium 
silicate (Si02NaOH) the dispersions were dialy.sed against O.OIM NaOH after 5 days of 
agitation under N2. 

DISCUSSION 

Fluorescence characteristics 

It is well established that when the particle size of a semiconductor becomes comparable to the 
de Broglie wavelength of an electron or hole, three dimensional quantum confinement, imposed 
by the dimensions of the nanocrystal, occurs. The shift of the absorption edge of the 
semiconductor to higher energy provides experimental evidence to such quantum confinement 
and corresponds to an increase of the energy gap between the valence band and the conduction 
band of the semiconductor. This effect was used to observe particle growth during synthesis. To 
do so samples of the dispersion have been taken after 30, 60, 90, and 120 minutes respectively 
and examined for their absoiption properties. In figure 1 these spectra are super imposed so that 
the red shift of the absorption edge due to particle growth can be observed. 
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Figure 1. Absorption 
spectra recorded at different 
times during synthesis 
illustrating particle growth. 
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Figure!: Fluorescence 
emission spectrum of 
Mn^"" doped ZnS 
nanocrystals 

Figure 3 shows a typical photoluminescence spectrum of ZnS:Mn nanoparticles. The sample was 
excited at 310 nm and shows an orange luminescence with a maximum at 585 nm, which is 
characteristic for the ''Xi -^ 'AI transition of Mn^'^ ions in a crystalline ZnS-matrix [2]. To 
determine the position of Mn^* in the nanocrystals ESR measurements have been reported in 
hterature. Generally, two distinct signals can be distinguished from ESR spectra of ZnS:Mn; a 
hyperfme structured spectrum and a broad background [3, 4, 5]. The broad line has been 
assigned to the Mn^* ions occupying the Zn^"^ sites in ZnS [3, 4, 5]. The broadening is attributed 
to the Mn-Mn dipolar interactions in the aggregated nanoparticles [4]. The hyperfine structured 
signal is associated with isolated Mn^"^ ions near the surface of a nanoparticle (Mn^"^ ions at the 
near-surface sites) [4, 5]. Magnetic measurements with our own particles in corporation with the 
group of Palacio at the university in Zaragossa showed so far an homogenous distribution of the 
Mn^* in the ZnS particles, but conclusions of the exact position can not yet be made. 
Furthermore we observe a blue emission at about 400 nm. As pure band gap emission in our 
nanoparticles should be in the ultra violet, we suggest in analogy with Murphy et al, that the 
emission is due to shallow electron traps acting as recombination centres for photo generated 
charge carriers [6]. 

The most limiting factor for the luminescence intensity of nanoparticles is the radiationless 
recombination of the electron and the hole at the particle surface. Unsaturated valences at the 
surface act as recombination centres and so their saturation leads to an increase in luminescence 
intensity [7]. To saturate these "danghng bonds" the particles are coated with silica. This coating 
has many advantages, it is chemically inert, optically transparent [8], the shell has a sufficient 
lattice match with the ZnS and its refractive index is smaller than the one of ZnS so that the 
excitation light is diffracted into the particle core. To synthesize the shell some of the cysteine 
surfactant molecules are replaced by the mercaptosilane to give a point of attack to the silicate 
afterwards. The thus coated particles show fluorescence intensities, which are 3 times higher 
than the intensity obtained without the silica coating. In figure 3 this is shown in terms of 
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Figure 3: Quantum yield 
data for different particle 
contents. 
Solid line: ZnS:Mn 
Dashed line: ZnS:Mn/Si02 

2 3 4 

1/(mass content [g/1]) 

quantum yields. This is the only possibility to compare resuhs obtained with different 
spectrometers. To calculate the quantum yield we compared the absorption and emission of a dye 
with known quantum yield with the absorption and emission of the particles with the following 
equation: 

where 3> is the quantum yield, E is the area under the emission peak of the dye or the 
nanoparticles, Abs the respective absorptions and r| the viscosity of the solvent. 

It can be seen in figure 3 that the quantum yield is also highly dependent on the concentration. 
The quantum yield increases with decreasing particle concentration; this phenomenon is called 
concentration quenching. There are two different types of quenching possible, dynamic or static 
quenching. In the case of dynamic quenching, the quencher must diffuse to the fluorophore 
during the lifetime of the excited state. Upon the collision the fluorophore returns to the ground 
state without emission of a photon. In the case of static quenching a complex is formed between 
the fluorophore and the quencher, and this complex is nonfluorescent. In either event the 
fluorophore must be in contact [9]. Since measurements at different temperatures showed that the 
quantum yields increase with decreasing temperature we assume a dynamic quenching process. 
Here higher temperatures facilitate the diffusion of the particles and therefore the quenching, 
were as for a static quenching process higher temperatures destabilize the formed nonfluorescent 
complex. So we think that the particles return to their ground state without emission of a photon 
but by collision of two particles. 

In figure 3 the quantum yields are plotted against the inverse of the mass content. It can be 
seen, that they converge at an upper limit, quantum yield at infinite dilution, which means the 
quantum yield of a single particle. 
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Particle size measurements 

Particle size distribution measurements for particles in the size range smaller than 10 nm are 
rather difficult to carry out. Many methods that work well between 10 and 100 nm get to their 
detection limit in this size range and dirt and dust present in the sample can lead to false results. 
To get a good first idea of the particle size transition electron microscopy (TEM) and high 
resolution TEM (HRTEM) are usually applied. The micrograph in figure 4 shows such a TEM 
image with a HRTEM micrograph of a single particle in the right upper ctirner. For sample 
preparation a drop of dispersion is dried on a copper grid. During the drying process particle 
agglomeration can occur and makes it often difficult to distinguish between an agglomerate of 
two or three particles and a single particle. In the particle size distribution shown in figure 4, 500 
particles of one sample have been counted and their diameter measured. When it was difficult to 
decide if it was a single particle or an agglomerate it was counted as a single particle which leads 
to the second maximum at about 18 nm. The number distribution which was obtained by 
counting was transformed into a volume distribution with V=4/37rr . 
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Figure 4: TEM micrograph and corresponding particle size distribution for 500 
ZnS :Mn nanoparticles 

Another possibility to information about the particle size is to use Scherer's equation and to 
calculate the crystallite size with the help of the peak broadening for the X-ray diffraction 
spectra. 

rf = 57.3—-cos© 

where k is a geometric factor taken to be 1, A, is the x - ray wavelength (for Cu Ka radiation, X = 
1.541 A), 0 is the diffraction angle, and P is the half width of the diffraction peak at 2 0 [10]. 
The mean crystal size of Mn^"^ - doped ZnS nanoparticles were calculated to be 3.610.4 nm. This 
is smaller as the estimated size from the nanocrystals in the TEM images but it has to be taken 
into account, that with the X-ray diffraction only the crystalline part of the particles can be 
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detected. So the 3.5 ± 0.4 nm coiTCspond to the size of the crystalline regions within the particles 
and not to the effective particle size. So the results for Scherer's equation can be seen as a lower 
limit of the particle size. 

PCS measurements give a size of 5.0 ± 0.5 nm which corresponds to the maximum of the 
distribution obtained for the TEM micrographs. Prior to the measurements the dispersions have 
been ccntrifuged to remove dust from the samples. For PCS measurements the particle diameter 
enters with d in the intensity signal so dust particles give a strong signal so that the particles 
cannot be detected'anymore. Of course it cannot be excluded that we also loose particle 
agglomerates during the centrifugation process. The program that was used for data requisition 
does not carry out a Fourier transformation so that only a medium value for the particle diameter 
is obtained and not a size distribution. 

So the lower Umit for the particle size has to be set to about 4 nm, a maximum value of about 5 
nm is obtained from the TEM Micrographs, which is consistent with the result obtained from 
PCS measurements. At higher sizes the TEM distribution shows a second maximum, which is 
probably due to agglomerates. 

CONCLUSIONS 

Manganese doped ZnS nanoparticles have been synthesized in aqueous dispersions. Their 
absorption band is shifted to wavelength smaller than 340 nm, which is the bulk value for ZnS, 
indicating a quantum size effect which proves the presence of nanoparticles. The intensity of 
their orange emission at 585 nm is concentration dependent due to a dynamic fluorescence 
quenching process. The particle size has been measured with different methods to be at about 5 ± 
0.5 nm. 
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ABSTRACT 
Platinum nanopartides were deposited onto Highly Oriented Pyrolitic Graphite (HOPG) 

substrate by laser ablating a Pt target at room temperature into a vacuum chamber. By varying the 
helium background pressure (from lO"'^ to 0.5 Torr) and the target-to-substrate distance (from 3 to 
6 cm), we were able to explore a large range of kinetic energies (i.e., from ~4 to -ISO eV/atom) 
of the Pt ablated neutrals species impinging on the HOPG substrates. Thus, the effect of the 
kinetic energy on the size and the surface density of Pt nanopartides has been investigated ex-situ 
by means of scanning tunneling microscopy (STM), transmission electron microscopy (TEM) 
and X-ray diffraction (XRD). The pulsed laser deposition technique is shown to produce Pt 
nanopartides (of which diameter in the 1 - 4 nm range) with a relatively narrow size distribution. 
While the size of the PLD Pt nanopartides is shown to be mainly influenced by the number of 
laser pulses, their shape is found to be more sensitive to kinetic energy of the Pt ablated species. 

INTRODUCTION 
The pulsed laser deposition (PLD) is a powerful and versatile method that has been used 

to deposit a variety of nanostructured materials under a very wide range of deposition conditions 
[1-3]. The extremely high instantaneous deposition rate of PLD together with the highly energetic 
ablated species are among the unique features that distinguish PLD from other conventional 
deposition methods [4,5]. In the early stages of growth, the supersaturated flux of the energetic 
ablated species leads to a high density of nucleation sites on the substrate and consequently to the 
formation of nano-islands or nanopartides of the material being deposited. As the deposition 
process continues, the PLD leads to the formation of thin films (up to few 100s nm-thick) which 
are generally found to be nanostructured [2-7]. Nevertheless, the nanostructural characteristics of 
PLD thin films have been shown to be greatly influenced by the deposition conditions (e.g. 
background gas and pressure, laser fluence, target-to-substrate distance, sub,strate temperature, 
etc.). As an illustration, we have demonstrated that the grain size and nanoporosity of PLD 
nanostructured SnOi thin films can be monitored, to some extent, by controlling the substrate 
deposition temperature and the oxygen background pressure in the deposition chamber [6,7]. On 
the other hand, it has been shown that the nanocrystalline structure of PLD gold thin films can be 
correlated to the kinetic energy (/fi) of the ablated species [8, 9]. 

Despite the numerous studies reported on the PLD growth of thin films, much less effort 
has been dedicated so far to the smdy of the eariy stages of PLD growth that leads to the 
formation of nanopartides. Of particular interest is to study the effect of the PLD deposition 
parameters on the nanoparticle characteristics. In this paper, we report a study of the growth of 
PLD platinum nanopartides. It is shown that the size, the surface density and the shape of the Pt 
nanopartides can be monitored by controlling the PLD deposition conditions. 
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EXPERIMENTAL 

Platinum nanoparticles were deposited by ablating a pure polycrystalline Pt target using a 
pulsed KrF excimer laser (wavelength = 248 nm; pulse duration = 15 ns; repetition rate = 20 Hz) 
in a high-vacuum chamber (residual pressure -10"'' Torr). The laser beam (on-target laser fluence 
of ~ 4 J/cm^) was focused at an incident angle of 45° onto the Pt target (99.99% purity). To 
perform deposition under reproducible ablation conditions, the target was continuously moved 
across the laser beam via a dual rotation and translation motion of the target holder. The 
substrates consisted of freshly cleaved HOPG samples mounted on a holder positioned parallel to 
the target at various perpendicular distances in the 3-6 cm range. For TEM and XRD analysis 
purposes, the Pt nanoparticles were also deposited onto carbon-coated TEM microgrids and 
Si(lOO) substrates, respectively. The deposited Pt thickness (r) was controlled by varying the 
number of laser pulses between 5 and 1000. The Pt nanoparticles were grown at room 
temperature under three distinct deposition conditions where the target-to-sub,strate distance (£)„) 
and the helium background pressure were selected in order to obtain KE values of 4 eV/at., 45 
eV/at. and 130 eV/at., as determined by time of flight emission spectroscopy [10]. 

The Pt nanoparticles deposited onto HOPG substrates were characterized ex-situ using a 
commercial scanning tunneling microscope (STM; NanoScope HI, Digital Instruments) operated 
at room temperature in ambient air. All STM images were acquired using a tungsten etched tip at 
a scanning rate of 4 Hz, with typical tunneling cuiTent and bias voltage of about 1 nA and 1 V, 
respectively. The samples were also investigated by TEM using a Hitachi H-9000NAR 
microscope at an acceleration voltage of 300 kV. The crystalline structure of the PLD Pt thin 
films deposited on Si(lOO) substrates was investigated by XRD using a Bruker-AXS D8 
ADVANCE X-ray diffractometer (Cu Ka radiation), at grazing angle of 1°. 

RESULTS AND DISCUSSION 

Figures la and lb present typical STM images of Pt nanoparticles deposited, at the same 
KE = ^ eV/al., with two different laser pulse numbers (i.e., 50 and 500, respectively). Both images 
clearly show that PLD Pt nanoparticles, which are randomly distributed on the HOPG surface, 
present a relatively round shape regardless of their size. 

The samples deposited with 50 laser pulses (Fig. la) consist of discontinuous films 
composed of isolated Pt nanoparticles. From the corresponding size distribution histogram (see 
Fig. 1 d), the mean diameter {d,„) of the deposited nanoparticles is found to be of 1.4 ± 0.35 nm. 
{dm is determined as the average value of the FWHM of cross-sectional scans of more than 100 
nanoparticles, as illustrated in Fig. Ic.) By counting the nanoparticles observed on various STM 
images, it has been possible to evaluate their surface density {N), which was found to be of ~5 x 
lO'' cm"^ in the case of 50 pulses (as in Fig. la). As the number of laser pulses is increased from 
50 to 500, not only the diameter of the nanoparticles is found to double to a d„, value of 2.8 ± 0.5 
nm, but more particularly the surface coverage drastically increased (A^ was found to reach a value 
of ~9 X lO'^ cm"^). As it can be clearly seen in Fig. lb, the Pt nanoparticles are piled up to form a 
densely packed continuous film (of which thickness Ms of ~ 1.5 nm) with no evidence of any 
particle agglomeration and/or neck formation. When the laser pulse number is increased beyond 
500 (STM images not shown), the Pt nanoparticles that form the continuous films increase in 
size. On the other hand, the scan-profile presented in figure Ic shows that the height of the Pt 
nanoparticles is of about 0.6 nm and their diameter is of -1.4 nm. This suggests that the 
nanoparticles deposited with 50 laser pluses onto HOPG are hemispherical in shape. 
Furtherinore, while the nanoparticles grow in size (i.e., by increasing the number of laser pulses) 
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Figure 1. STM images of PLD Pt nanoparticles grown on HOPG substrates, under KE = 4 eV/at, 
with (a) 50 and (b) 500 laser pulses, (c) Height profile of a Pt nanoparticle taken along the white 
line indicated by two white arrows in Fig. la. (d) Size distribution histograms of Pt nanoparticles 
shown in Figs, la and lb. The error on the mean diameter (d,„) reported in the text corresponds to 
the FWHM of the Gaussian fit (dashed lines) of the experimental data of Fig. Id. 

their shape remains hemispherical for Kg = 4 eV/at. However, their shape is found to be sensitive 
to the kinetic energy (KE) of the Pt species involved in the deposition process. Indeed, as KH is 
increased to 130 eV/at. the shape of the Pt nanoparticles changes and become m.ore flattened, as 
illustrated by the cross-sectional profiles of Fig. 2. 

Distance (nm) 

Figure 2. Cross-sectional profiles of Pt nanoparticles grown with 5 laser pulses at the two 
extreme KE energies of 4 and 130 eV/at. 

Finally, it is worth noting that the size dispersion obtained in this study is of about 20% 
(Fig. Id). Such relatively narrow size dispersion is a promising feature for future investigation of 
the size-dependent properties of the PLD Pt nanoparticles. Indeed, it is among the narrowest size 
distributions reported so far for Pt nanoparticles synthesized by various deposition methods, 
including deposition-precipitation (23%), impregnation (21%) and photochemical deposition 
(25%) [11]. 
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Figure 3 shows both TEM and STM micrographs of Pt nanoparticles deposited with 50 
laser pulses and a KE = 45 eV/at. The Pt nanoparticles examined by TEM were deposited onto 
TEM microgrids while those intended for STM characterizations were grown onto HOPG 
substrates. The TEM image (Fig. 3a) shows that Pt nanoparticles are randomly distributed on the 
substrate surface with a mean diameter d,„ of 2.0 ± 0.4 nm and a surface density Af of ~5 x lO'^ 
cm"^. On the HOPG substrate (Fig. 3b), the Pt nanoparticles present a d,„ value of 2.5 ± 0.6 nm, 
which is rather consistent with the value determined above from TEM analysis. However, as it is 
clearly apparent from Fig.3, the surface density of Pt nanoparticles was found to be about twice 
higher on HOPG (i.e., A' ~ 1 x lO" cm"^) than on the carbon coated microgrids. Such a 
discrepancy between the two A' values is probably due to the different nature of the substrates 
involved (i.e., amorphous carbon versus atomically smooth HOPG). Indeed, different surface 
corrugations and potentials are known to affect the surface mobility of the landing Pt species, 
modifying thereby their nucleation and growth kinetics. 
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Figure 3. Typical (a) TEM and (b) STM micrographs of Pt nanoparticles deposited with 50 laser 
pulses at KE = 45 eV/at. on both (a) carbon-coated TEM microgrids and (b) HOPG substrates. 
The corresponding size distributions for both micrographs are presented on the right-hand panel. 

The dependence of d,„ on the number of laser pulses for the three KE conditions 
investigated here (namely, 4, 45 and 130 eV/at.) is reported in figure 4. For the three kinetic 
energies, d,,, is found to vary in the same manner with the number of laser pulses (i.e., continuous 
increa.sc with a tendency to saturate at higher pulse numbers). It is worth noting that, for all the 
KE energies investigated here, the PLD grown Pt nanoparticles are found to be limited to a 
minimum d,„ value of 1.2 ± 0.25 nm, at the lowest pulse numbers. As the number of laser pulses 
is increased, the nanoparticles grow in size to reach d,„ values of about 3.2 nm with a slight 
tendency of smaller d„, for higher KE values. On the other hand, our preliminary results [12] 
showed that the surface density A' for samples deposited under high KE was found to be higher 
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Figure 4. Variation of d„, as a function of tlie number of laser pulses for the three investigated 
kinetic energies: KE = 4,45 and 130 eV /at. 

than that of samples deposited under low KE. This result suggests that highly energetic ablated 
species creates more surface defects at the surface of the HOPG substrate, increasing thereby the 
density of nucleation centers for the diffusing Pt species. Such a high nucleation density is also 
consistent with the observed tendency to obtain relatively smaller d,„ values at high KE. 

Finally, figure 5 displays a typical XRD spectrum of Pt thin film (-10 nm-thick) deposited 
onto Si(lOO) substrate at KE = 45 eV/at. Although the intensity of the diffracted beam is rather 
weak due to the reduced thickness of the film, the obtained spectrum is a typical signature of 
polycrystalline Pt strucmre. By using the Scherrer formula [d = X/ B Cos(e), where X is the x-ray 
wavelength, 29 is the XRD peak position and B is the peak FWHM], the mean crystallite size (d) 

50 60 
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Figure 5. Typical XRD spectrum of PLD Pt thin fihns (-10 nm-thick) deposited on Si(lOO) 
substrate with KE = 45 eV/at. 

was estimated to -3.8 nm. This value is in very good agreement with the d,„ value of 3.6 ± 0.6 nm 
obtained from STM analysis (images not shown), confirming thereby the discrete character of the 
Pt nanoparticles observed by STM even when a continuous film is formed. 
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CONCLUSION 

The early stages of the PLD growth of Pt nanoparticles have been investigated as a 
function of laser pulse number (the equivalent of a deposition time in continuous deposition 
methods) for different kinetic energies of the ablated Pt species. We were thus able to show that 
the PLD Pt nanoparticles present relatively low size dispersions, a feature that is highly desirable 
for the study of size-dependent properties of nanoparticles. At low surface coverage and low KE, 

isolated Pt nanoparticles with a hemispherical shape are formed. As the laser pulse number is 
increased, the Pt nanoparticles grow in size with an increasing surface density. The trade-off 
between a high nucleation density (which is expected to be enhanced at high KE values) and 
nanoparticle size growth seems to lead to a certain upper-limit value of d,„ value of about 3.2 nm, 
regardless of the KE. Moreover, KE is found to influence much more the shape of the Pt 
nanoparticles rather than their size. Finally, the obtained agreement between the crystallite size, 
as determined from XRD, and the nanoparticle size revealed by STM is a clear indication that the 
Pt thin films consist of a densely packed arrangement of discrete Pt nanoparticles (or Pt 
nanograins). 
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ABSTRACT 

Various GaP nanostructures such as nanowires, nanobelts, nanocables, and nanocapsules 
were synthesized by sublimation of ball-milled powders. They have a single-crystalline zinc 
blende structure with [111] growth direction. The morphology and structure were controlled by 
reactant gas, growth time, flow rate, and growth temperature. The size, morphology and 
properties of the nanostructures were examined by scanning electron microscopy, transmission 
electron microscopy, electron energy-loss spectroscopy (EELS), electron diffraction, energy 
dispersive x-ray spectroscopy, powder x-ray diffraction, and Raman spectroscopy using a 514.5 
nm argon ion laser The photoluminescence was carried out using the 458 nm line of an argon ion 
laser as the excitation source. The GaP nanowires are straight, cylindrical, and smooth in surface, 
with mean diameter of 40 nm and length up to 300 mm. The nitrogen-doped nanobelts and 
nanowires were synthesized by ammonia ambient gas. EELS data reveals that the nitrogen 
doping occurs mainly in the surface region. The PL spectrum shows the typical isoelectronic 
bound exciton peaks in the range of 2.11-2.25 eV, suggesting a concentration of (lO'^ cm'' 
nitrogen atoms. We also synthesized two types of GaP nanocables; GaP nanowire sheathed with 
the amorphous silicon oxide layers and with the graphite layers. The core-shell diameter is under 
30 nm and the outerlayer can be removed by acid treatment to produce the 10 nm diameter GaP 
nanowires. The GaP encapsulated with BCN nanotubes were synthesized under the ammonia 
flow using the ball-milled carbon-containing boron oxide powders. The number of BCN layers is 
typically 10-20. 

INTRODUCTION 

Since the discovery of carbon nanotubes (CNTs), one-dimensional (ID) nanostructures 
have attracted much attention as well-defined building blocks to fabricate nanoscale electronic 
and optoelectronic devices.'* Recently, the modulation of the radial composition in nanowires 
has demonstrated their potential in nanodevice applications with diverse functions. ' Gallium 
phosphide (GaP), a wide band gap semiconductor (Eg=2.24 eV at 300 K), is a potential material 
for optical and high-temperature electronic devices. The GaP nanowires and nanobelts were 
synthesized by various methods including laser ablation, carbon nanotube-confined reaction, and 
sublimation.''" Lieber group synthesized by a laser ablation of gold-containing GaP target using 
1064 nm.' S. T. Lee and coworkers synthesized by irradiating 248 nm laser on the gallium oxide 
(Ga203)/GaP mixture target.^ They also prepared using the reaction of carbon nanotubes with 
Ga/GaiOj mixture in a phosphorus vapor atmosphere.' Our group synthesized the GaP nanowires 
and nanobelts via a sublimation of ball-milled GaP powders under argon or NH3 atmosphere. 
However, the coaxial nanocable structure of GaP has not been reported. 

In this letter, we report a direct large-scale synthesis of the various GaP nanowires and 
N-doped GaP nanobelts via a sublimation of ball-milled GaP powders. Also, we report noble 
synthesis routes for the core/shell nanostructures of GaP/SiOx, GaP/C, and GaP/BCN using 
thermal chemical vapor deposition (CVD) methods. The synthesis has been achieved by 
modifying the method that was used for the GaP nanowire.^? 
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EXPERIMENTAL DETAILS 

Ball-milled GaP (99.99%, Aldrich) powders were placed in a quartz boat located inside a 
quartz tube reactor. Silicon substrates were coated with O.OOIM HAuCl4-3H20 (98+%, Sigma) or 
O.OIM NiCl2-6H20 (99.99%, Aldiich) ethanol solutions. The substrate was transferred at a 
distance of about 10 cm away from the boat. For the GaP/SiOx nanocables, a piece of the Si 
substrate was placed underneath the ball-milled GaP powders. Argon flowed with a rate of 500 
standard cubic centimeters per minute (seem). The temperature of the source was set at 1000- 
1200 °C for 10-30 min and that of the substrate was approximately 800-850 °C. For the GaP/C 
nanocables, CH4 was flowed with a rate of 20 seem for 5-20 min, following the sublimation of 
the ball-milled GsP powders. In order to produce the GaP/BCN nanocables, B2O3 (99.9%, 
Aldrich) was ball-milled and a mixture of the ball-milled GaP and B2O3 powders was placed in 
the source boat. The temperature of the GaP source was set at 1000°C and that of the substrate 
was approximately 950 °C. The growth time was 10 min. 

The size, structure, composition of the product were examined by scanning electron 
micro.scopy (SEM, Hitachi S-4300), high-resolution transmission electron microscopy (TEM, 
Jeol JEM-2010, 200 kV), electron diffraction (ED), energy dispersive X-ray spectroscopy (EDS), 
electron energy-loss spectrometer (EELS, GATAN GIF-2000) attached to TEM (Philips CM200), 
powder X-ray diffraction (XRD, Philips X'PERT MPD), and Raman spectroscopy (Renishaw) 
using a 514.5 nm argon ion laser. The PL measurement was conducted using the 458 nm line of 
an argon ion laser as a excitation wavelength. The laser power was about 1 kW/cm . The 
wavelength was precisely calibrated using the atomic lines from an argon cahbration lamp. 

DISCUSSION 

Greenish yellow wool-like product was deposited on the substrates. Fig. 1(a) shows the SEM 
image of the high-density nanowires homogeneously grown on a large area of the substrate. The 
nanowires are nearly aligned with a length up to 300 p.m. EDS analysis identifies Ga and P with 
an atomic ratio of nearly 1:1. The TEM image shows the general morphology of the GaP 
nanowires which arc straight, cylindrical and smooth in surface (Fig. 1(b)). There are negligible 
amoiphous outerlaycrs and no catalytic particles exist at the tip. The diameters are 20-60 nm 

Figure 1. (a) SEM micrograph of high-density GaP nanowires grown on a large area of Ni- 
dcposited alumina sub.stratcs via the sublimation of the ball-milled GaP powders, (b) 
Magnification image showing all the nanowires to be straight and cylindrical, (c) HRTEM image 
of one GaP nanowire with its corresponding SAED pattern, (d) XRD patterns and (e) Raman 
spectra of GaP nanowires. The excitation laser of Raman spectroscopy is a 514.5 nm argon ion 
laser. 
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with an average value of 40 nm. A high-resolution TEM (HRTEM) image reveals that the 
nanowires consist of nearly perfect GaP single crystals (Fig. 1(c)). The [111] direction of the 
cubic unit cell is aligned to the wire axis. The (111) fringes perpendicular to the wire axis are 
separated by about 3.1 A, which is consistent with that of bulk crystalline GaP (a = 5.4506 A; 
JCPDS Card No. 32-0397). The selected-area ED (SAED) patterns further confirm that the 
nanowire is single-crystalline with a [111] growth direction (inset). The XRD pattern of the 
straight GaP nanowires detached from the substrate is shown in Fig. 1(a) along with that of the 
microsized GaP crystals (GaP microcrystals) prepared by grinding GaP pieces. The peaks can be 
indexed to zinc blende structured GaP crystals. No other crystalline forms were detected. The 
position of each peak is the same for both samples, indicating no change of lattice constant for 
the nanowires. TTie sharpness of peaks is due to the high crystallinity of the nanowires. The 
room-temperature Raman spectra of GaP nanowires and GaP microcrystals are displayed in Fig. 
1(e). hi the spectrum of the GaP microcrystals, the first order phonon frequencies of the 
transverse optical (TO) and longitudinal optical (LO) modes are at 365 and 405 cm" , 
respectively, which is consistent with the reported values, 365 and 402 cm"'. The corresponding 
peaks of the GaP nanowires appear at around 365 and 400 cm"', showing a downshift of the LO 
mode by about 5 cm"'. The TO and LO peaks are somewhat broader than those of the 
microcrystals. The quantum confinement effect would be negligible for the nanowires having a 
diameter of 20-60 nm. Since the nanowires possess an extremely large surface area, surface 
defects would play a role in shifting and broadening the Raman peaks. 

Figure 2(a) shows a SEM image for the high-density nanostructures grown on the 
substrate. The width is 200-500 nm with an average value of 300 nm. The nanobelts occupy 
more than 90% of the products. The nanobelt is tilted to show the rectangular cross section (Fig. 
2(b)). The thickness is usually 1/10 of the width. Figure 2(c) and its enlarged scale (inset) display 
the more significant absorption of the A''-A' edges for the edge part compared to the center part of 
the nanobelt, indicating that the surface region is mainly doped with the N atoms. Figure 2(d) 
shows the PL spectrum of the nanobelts measured at 8 K. A series of the PL peaks appear in the 
energy range 2.11-2.25 eV. The separation and intensity of these peaks are nearly identical with 
those of well-known isoelectronic bound exciton peaks of the N-doped GaP crystal.'"'"''' The only 
difference is that the peaks redshift from those of the bulk by about 70 meV. We could 
tentatively assign the peaks as follows. The peaks at 2.246 and 2.241 eV would be, respectively, 
A and B lines originated from the recombination of isoelectronic excitons bound to isolated 
nitrogen atoms. The peak at 2.237 eV would be C line, associated with the recombination of 
excitons bound to single neutral donors. 

A'BK              A.ax    ,1 

/" 
NN.J    V 

^■L0 

^°         rf ^O^ n-j$. 
,^xs W. 

2.05     2.10     2.15     2.20     2.25 
Photon Energy {eV) 

Figure 2. (a) SEM micrograph of high-density GaP nanobelts. (b) The tilted nanobelt shows the 
thickness that is 1/10 of the width, (c) EELS data showing that the N-K edges are more 
significant at the edges of the nanobelt. (d) PL spectra of the undoped and N-doped GaP 
nanobelts measured at 8K. The excitation wavelength is the 458 nm from an argon ion laser. 
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The peaks at 2.112, 2.187, 2.215, 2.224, and 2.232 eV would be labeled as NN,,2 , NN, , AW4 , 
NN^ , and A'A'6 , respectively, come from the recombination of isoelectronic excitons bound to 
the N atom pairs. The phonon replicas and local mode of NNi and AWj are labeled NN3\ NNi, 
NNs''\ and NN SLOC • The appearance of both A and A'A' peaks suggests that the concentration of 
the doped N atoms would be about lO'^ cm'l The peaks at the energies below 2.20 eV; NN3, 
NN3, AW5', etc., are superimposed on three broad bands that were seen from the PL of the 
undopcd GaP nanowires.'" The band centers are 2.08, 2.13, and 2.175, separated by about 48 
meV which is close to the energy of the LO mode. Therefore, the bands can be assigned to the 
zero-phonon donor-acceptor pair (DAP) (OLO) emission and its replicas {\L0 and 2L0). The 
DAP bands also redshift from those of the bulk by about 40 meV. The isoelectronic bound 
exciton peaks may reflect the global conduction band according to the Hopfield-Thomas- Lynch 
model. The red.shift indicates that the energy difference between the global conduction band 
and the topmost valence band would reduce due to the N doping. This reduction can be 
explained if we can make an assumption that the surface potential formed in the nanobelt affects 
significantly the band structure. We also suggest that the DAP band would be influenced by the 
surface potential that probably reaches to the whole thickness of the nanobelts. TEM image 
shows the nanocable morphology of this product (Figure 3(a)). The layers coat the straight 
nanowires along the entire length. The nanocables are rotated along the wire axis, showing that 
the diameter is not much changed. The cylindrical nanowires are thus uniformly coated with the 
layers. The outer diameter of the nanocables is 40-60 nm with an average value of 50 nm. The 
thickness of the outer layers is about 10 nm. A magnified TEM image reveals the cable structure 
that the layers coat uniformly the nanowires (Figure 3(b)). The thickness of outer layers is less 
than 10 nm. We were able to control the thickness by the C deposition time. Atomic-resolved 
TEM image reveals that the GaP core is nearly single crystalline with a few defects and the outer 
layers arc almost amorphous. The EDX analysis identifies Ga and P with atomic ratio of nearly 
1:1 (Figure 3(c)-top). The significant atomic (at.)% of Si and O components is detected. The 
EDX analysis identifies 1:1 ratio of Ga:P and a large amount of C component (Figure 3(c)- 
bottom). The Cu component originated from the TEM grid. Further analysis reveals that the 
amorphous outer layers are composed of pure C. Also, the amorphous SiO^ and C shells can be 
also easily eliminated by the acid treatment. Figure 3(d) shows that the SiOx shell is completely 
dissolved in a 0.001 M HF and 4M HCl solutions. 

Figure 3. (a) TEM image reveals the nanocable structure, (b) An enlarged image reveals that the 
nanowires are sheathed homogeneously with the C shell, (c) EDX data shows Ga, P, and Si 
components, top (for (a)), Ga, P, and C components, bottom( for (b)). (d) Dissolving the shell via 
the acid treatment produces the pure GaP nanowires. 
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Figure 4. (a) TEM image for the general morphology of GaP/BCN nanocables that the GaP 
nanorods are encapsulated with the BCN nanotubes. (b) A magnified view for one GaP/BCN 
nanocable. Its corresponding SAED pattern confirms the [111] growth direction of GaP nanorods 
(inset). The arrow indicates the obvious [002] direction of the BCN nanotubes. (c) Atomic- 
resolved image shows the crystalUne BCN nanotubes. (d) EELS data of the nanotubes show the 
K-shell ionization edges of B (B-K), C (C-K), and N (N-K), at 188 eV, 280 eV, and 400 eV, 
respectively. The atomic ratio B/C and N/C is 4 and 3, respectively. 

Figure 4(a) shows a TEM image for the GaP core/BCN shell nanostructures that the GaP 
nanorods partially fill the BCN mutiwalled nanotubes. The diameter of the BCN nanotubes is 
about 100 nm and the thickness is about 5 nm. The number of BCN .sheets is less than 20. The 
length of the GaP nanorods is 200-500 nm. The individual GaP nanorod core consists of nearly 
single crystal with the [HI] growth direction (Figure 4(b)). The SAED pattern further proves the 
[111] growth direction (inset). The HRTEM image reveals the detailed feature for individual 
nanocables. The fringes of the crystalline graphite-like layers are separated by 0.33-0.34 nm, 
which is consistent with that of the BCN nanotubes (Figure 4(c)). The corresponding SAED 
pattern also identifies the [002] direction of the graphite-like layers as indicated by the arrows 
(inset of Fig. 4(b)). The EELS data (fig. 4(d)) was obtained for the hollow nanotube part, 
showing three distinct absorption features corresponding to the known K-shell ionization edges 
for boron (B-K), carbon (C-K), and nitrogen (N-K), respectively. A detailed inspection of the 
near-edge fine structure confirms the sp^ hybridization state for B, C, and N, distinguished by the 
defined 71* features of the graphitic layers. The relative atomic ratios B/C and N/C are 4 and 3, 
respectively. The N/C ratio varies in the range 3-4, depending on the nanocables. The result 
suggests that the nanorubes are mostly composed of B4CN3.4. 

CONCLUSIONS 

In summary, we synthesized the N-doped GaP nanobelts that the width is 200-500 nm 
with an average value of 300 nm and the thickness is about 1/10 of the width. They were grown 
directly via the sublimation of ball-milled GaP powders under NH3 flow. The nanobelts consist 
of single crystalline zinc blende structured GaP crystal whose [111] direction is parallel to the 
belt axis. The EELS data reveal that the N doping occurs mainly in the surface region of the 
nanobelts. The PL spectrum exhibits the typical isoelectronic bound exciton peaks in the range of 
2.11-2.25 eV. The concentration of the doped N atoms is estimated to be about lO'* cm"^. The 
redshift of the peaks from those of the bulk may be explained by the formation of surface 
potential. The N doping in the surface region would determine the PL properties of the nanobelts. 
Also, the GaP/SiOx, GaP/C, and GaP/BCN core/shell nanocables were synthesized successfully 
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via one- or two-step routes of CVD. We modified the experimental conditions used for the 
synthesis of pure GaP nanowires. The GaP/SiOx nanocables were produced when the Si 
substrates were sublimated with the ball-milled GaP powders. The C outer layers were produced 
via the CVD of following the growth of GaP nanowires. The average diameter of the GaP/SiOx 
and GaP/C nanocables is 50 and 30 nm, respectively. The length is up to 500 fun. The amorphous 
SiOx and C shells sheath the GaP nanowires with uniform thickness of about 10 nm. The GaP 
nanowire core consists of the zinc blende structured crystals grown with the [111] direction. The 
GaP nanorods encapsulated with the multiwalled BCN nanotubes were synthesized using the 
CVD of the ball-milled GaP/BaOj/C powders under NHj flow. The average diameter of the 
GaP/BCN nanocables is 100 nm. The length of the GaP nanorods is 200-500 nm and the growth 
direction is [111 ]. The thickness of the BCN nanotubes is about 5 nm, corresponding to less than 
20 BCN sheets. The EELS estimates the atomic ratio of B: C: N as about 4:1:3-4. Electron beam 
irradiation and chemical etching can easily eliminate the amorphous SiOx and C outer layers. We 
showed the production of the hollow BCN nanotubes by dissolving the GaP nanorods by the acid. 
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ABSTRACT 

Gallium oxide (63203) and indium oxide (InjOs) nanostructures were synthesized by 
chemical vapor deposition (CVD). Ga203 nanowires were synthesized using Ga/Ga203 mixture 
and O2. The diameter of the nanowires is 30-80 nm with an average value of 50 nm. They are 
consisted of single-crystalline monoclinic crystal. While the nanowires grown without catalyst 
exhibit a significant planar defect, the nanowires grown with nickel catalytic nanoparticles are 
almost defect-free. The growth direction of the nanowires grown without the catalyst is 
uniformly [010]. In contrast, the nanowires grown with the catalyst have random growth 
direction. X-ray diffraction, Raman spectroscopy, and photoluminescence are well correlated 
with the structural characteristics of the nanowires. The result provides an evidence for the 
catalyst effect in controUing the structure of nanowires. InaOs nanostnictures were also 
synthesized in a controlled manner by selecting the catalyst. The reactants were In and In/In203 
mixture. The nanowires were produced using catalytic Au nanoparticles and Ga. But the unique 
bifurcated-structure nanobelts were instead grown without Ga. The nanowires have uniform 
[100] growth direction with rectangular cross-section. We converted the InaOs nanowires to 
In203-Ga203 nanostructures. 

INTRODUCTION 

Since the discovery of carbon nanotubes [1], the pseudo-one-dimensional semiconductor 
nanostructuers are currently the subject of intense research because of the potential for nanoscale 
electronic and optoelectronic applications [2]. They are expected to exhibit unique physical 
properties, distinctive from those of the bulk materials. Monoclinic gallium oxide ((5-Ga203) is 
an important wide band gap (Eg = 4.9 eV at 300 K) material due to good chemical and thermal 
stability. It has a variety of applications including transparent conducting oxide [3], optical 
emitter for UV [4], and gas sensors [5]. The synthesis and characterization of P-GaaOs 
nanostructures have been lately progressed. Various methods, e.g., arc discharge [6], laser 
ablation [7], thermal oxidation [8], carbothermal reduction [9], were developed by a number of 
research groups. Indium oxide (In203) is another important wide band gap (Eg = 3.6 eV at 300 K) 
transparent semiconductor. It has been widely used in optoelectronic devices as solar cells [10], 
flat panel display materials [11], and gas sen,sors [12]. In203 nanostmctures were prepared by 
physical evaporation [13], sol-gel template method [14], an electrodeposition [15], and triblock 
copolymer template method [16]. However, despite the tremendous amount of syntheses, the 
control of the structure has not been much achieved yet. In this paper, we report a large-scale 
synthesis of P-Ga203 nanowires, In203 nanowires, and In203 nanobelts. The In203-Ga203 hetero- 
nanostructures were grown on the side of pre-grown In203 nanowires. The structure and 
morphology of the nanostructures could be controlled by the use of catalyst. 
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EXPERIMENTAL DETAIL 

For the synthesis of P-GazO., nanowires, Ga (99.999%, Aldrich) and GazO, (99.999%, 
Aldrich) with a molar ratio of 4:1 were placed in a quartz boat located inside a quartz tube 
reactor. The alumina substrates were coated with 0.01 M ethanol solution of NiCl2-6H20 
(99.99%, Aldrich), leading the deposition of Ni catalytic nanoparticles. The uncoated substrates 
or coated substrates were placed on the quartz boat. The temperature of the reactor was set at 
1000-1200 "C. Ar flowed constantly with a rate of 500 seem. The growth time was 30 min-1 h. 
When the uncoated substrates were used, the Oz/Ar flow (2-10/500 scorn) was maintained during 
the growth in order to maximize the yield of nanowires. For LizOj nanowires and nanobelts, a 
mixture of In (99.99%, Aldrich)/In203 (99.99%, Aldrich)/Ga and In (99.999%, Aldrich) powders 
were placed in a quartz boat located inside a quartz tube reactor, respectively. Alumina substrates 
were coated with lO'" M HAuCU-SHzO (98+%, Sigma) ethanol solution, leading to the 
deposition of Au nanoparticles. The substrate was placed on the boat and the temperature was set 
at 900-1100 °C. Ar flowed constantly with a rate of 300-500 seem. The growth time was 1 h. The 
size and structure of the product were examined using SEM (Hitachi S-4300), TEM (Jeol JEM- 
2010, 200 kV), ED, energy dispersive X-ray spectroscopy (EDS), powder XRD (Philips X'PERT 
MFD), and Raman spectroscopy (Renishaw 1000) using a 514.5 nm argon ion laser. PL was 
conducted at room temperature with the 325 nm line from a helium-cadmium (He-Cd) laser. The 
laser power was about 1 kW/cm . 

DISCUSSION 

Fig 1(a) shows SEM image for the high-density P-GazOs nanowires grown without Ni 
catalytic nanoparticles. Let us denote the product as NWs-1. The length of nanowires is 10-20 
)im. Parts b and c of Fig. 1 show the TEM and HRTEM images of NWs-1. All of the NWs-1 are 
grown uniformly with the [010] growth direction. The end of the NWs-1 is not flat, but rather 
shaip (Fig. 1(c)). The selected-area ED (SAED) pattern shows the [010] growth direction. The 
atomic-resolved image shows the (200) planes separated by 5.94 A, which is consistent with that 

Figure 1. (a) SEM, (b) TEM, and (c) HRTEM images for NWs-1, (d) SEM, (e) TEM, and (f) 
HRTEM images for NWs-2 
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Figure 2. (a) XRD pattern, (b) Raman spectrum, and (c) PL spectrum of NWs-1 and NWs-2. The 
excitation wavelength is the 325 nm line of He-Cd laser. 

of the monoclinic structure. A significant planar defect exists along the growth direction. Fig. 
1(d) shows SEM image of P-Ga203 nanowires grown using the Ni catalyst. Let us denote these 
nanowires grown with the Ni catalyst as NWs-2. The length of nanowires is up to 500 |im, which 
is much longer than NWs-1. Parts e and f of Fig. 1 show the TEM and HRTEM images of NWs- 
2, respectively. The diameter of both NWs-1 and NWs-2 is 30-80 nm with an average value of 50 
nm. The NWs-2 is longer and more flexible compared to NWs-1. Fig. 1(f) shows a HRTEM 
image and its S AED pattern for a nanowire of NWs-2 sample. The growth direction is tilted to 

the [202] direction with an angle of 15 degrees. All NWs-2 we observed have random growth 
direction. Atomic-resolved image reveals well-separated (111) planes with a distance of 2.51 A. 
In contrast to the NWs-1, the NWs-2 show defect-free crystalline perfection. These results show 
that the structure of the nanowires can be controlled by the use of catalyst. Without the Ni 
catalyst the nanowires are growth with an uniform growth direction of [010]. The stacking fauhs 
exist along the growth direction. However, the nanowires grown with the Ni catalyst have a 
variety of growth directions and nearly defect-free crystalline structure. The NWs-2 are longer 
and more flexible compared to NWs-1. 

The XRD pattern of NWs-1 and NWs-2 are displayed in Fig. 2(a), which is consistent 
with the reported one (JCPDS Card No. 41-1103). The XRD analysis verifies the highly 
crystalUne nature of P-Ga203 crystals. Raman scattering spectra of NWs-1 and NWs-2 are 
displayed in Fig. 2(b). The peak position and relative intensity are consistent with those of the 
reported one [17]. It is noticeable that the peaks of NWs-1 show a red shift from that of the 
NWs-2 by an average value of 4 cm"'. The red shift of NWs-1 is probably related with their 

Figure 3. (a) SEM micrograph of the In203 nanowires. (b) A magnified SEM image. Inset shows 
a rectangular cross section, (c) TEM image showing a general morphology of the nanowires, (d) 
HRTEM image for a InaOj nanowire and (e) its atomic-resolved image. 
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Figure 4. (a) SEM micrograph of the IniOj nanobelts. (b) A magnified SEM image, (c) TEM 
image of a IniOs nanobclt and (e) its atomic-resolved image. 

defective crystalline structure [18]. Fig. 2(c) shows PL spectrum obtained from two P-Ga203 
nanowire samples. Although the photon energy is below the band gap, a strong blue emission is 
observed. The NWs-1 exhibits a broad band centered at 415 nm. For NWs-2, the band center 
blueshifts to 380 nm and the bandwidth is narrower than that of NWs-1. The NWs-1 probably 
possesses the more atomic vacancies due to the planar defect, compared to the NWs-2. The 
energy of donor and acceptor formed by the atomic vacancies would distribute in the broader 
range, resulting in a broader and red shifted emission [19,20]. 

We've controlled the structure of In203 nanostructures by using Ga as co-catalyst. Fig. 
3(a) shows SEM image of high-density IniOs nanowires grown using Ga. A magnified SEM 
image shows that the nanowires have uniform diameter and smooth surface (Fig. 3(a) and (b)). 
Fig. 3(c), (d), and (e) correspond to the TEM and HRTEM images of the nanowires. The 
diameter of nanowires is distributed in the nan-ow range 30-50 nm with an average value of 40 
nm (Fig. 3(c)). The tip of the nanowires sometimes attaches to the Au nanoparticles, as shown in 
the inset. The growth direction of InaOj nanowires is [010] (Fig. 3(d)). Atomic-resolved image 
reveals that the distance between neighboring (200) fringes is about 0.5 nm (Fig. 3(e)). 

Fig. 4(a) and (b) show the SEM image of the belt-shaped In203 nanostructures grown 
without using Ga. Fig. 4(c) coiTCSponds to a TEM image of the bicrystalline nanobclt having a 
sharp tip. The angle of side edges is about 40 degrees. The ED pattern for the left side is taken 

using the [001 ] zone axis, revealing the [310] growth direction (inset "A"). The right side has the 

[61 i] growth direction, confirmed by the ED pattern taken using [Oil] zone axis (inset "B"). Fig. 
4(d) corresponds to its atomic-resolved image. The measurement of XRD pattern and Raman 
specliiim confirms that the In203 nanowires and nanobelts have highly crystalline cubic structure. 

Figure 5. (a) SEM and (b) TEM images showing a general morphology of In203-Ga203 
heterostructures, (c) HRTEM and (d) its atomic-resolved images for the interface between In203 
nanowire and P-Ga203 nanorod. 

294 



Fig. 5 shows the In203-Ga203 hetero-nanostructures that the P-GaaOs nanorods are grown 
on the side of pre-grown IniOs nanowires. SEM and TEM image shows pine-tree morphology, 
that the P-GaiOj nanorod array decorates fully the side of the P-InjOj nanowires (Fig. 5(a) and 
(b)). Fig. 5(c) shows that the P-Ga203 nanorods are vertically grown on side of a In203 nanowire. 
The P-Ga203 nanorods have uniform growth direction of [010]. Fig. 5(d) corresponds to the 
atomic-resolved image for the interface region between P-Ga203 and In203 nanowires, showing 
defect-free P-Ga203 and In203 crystals. 

CONCLUSION 

We synthesized high-density P-Ga203 nanowires, In203 nanowires, In203 nanobelts, and 
P-Ga203-In203 nanostructures via thermal CVD. The P-Ga203 nanowires were synthesized using 
Ga/Ga203 mixture and O2. The diameter of the nanowires is 30-80 nm with an average value of 
50 nm. They are consisted of single-crystalline monoclinic crystal. While the nanowires grown 
without catalyst (called as NWs-1) exhibit a significant planar defect, the nanowires grown with 
nickel catalytic nanoparticles (called as NWs-2) are almost defect-free. The growth direction of 
the NWs-1 is uniformly [010]. In contrast, the NWs-2 have random growth direction. The XRD 
patterns confirm the highly crystaUine namre of P-Ga203 for both NWs-1 and NWs-2. The NWs- 
1 shows a red shift of Raman peaks relative to the NWs-2 would be related with their significant 
planar defects. The PL exhibits a strong blue emission centered at 415 and 380 nm, respectively, 
for NWs-1 and NWs-2. The bandwidth is narrower for NWs-2, compared to that of NWs-1. The 
peak shift and broadening suggest that the emission would originate from the defect of the 
nanowires. The result provides an evidence for the catalyst effect in controlling the structure of 
nanowires. The ^263 nanostructures were also synthesized in a controlled manner by selecting 
the catalyst. The reactants were In and In/In203 mixture. The nanowires were produced using 
catalytic Au nanoparticle and Ga. But the unique bifurcated-structure nanobelts were grown 
without Ga. The nanowires have uniform [100] growth direction with a rectangular cross-section. 
The nanobelts exhibit intrinsically bicrystalline structure that the nanobelts can be split into two 
single-crystalline nanobelts. The bicrystalUne nanobelts usually have a width in the range of 
300-500 nm and the sharp tip with a triangle shape. The (010) planes of the bicrystals are tilted 
toward the twin boundary with an angle of 13-20 degree. This may produce a large strain at the 
twin boundary, resulting in the separation of the nanobelts. The XRD pattern and Raman 
spectrum confirm the highly crystalline of In203 nanostructures. We also synthesized the Ga203- 
In203 nanostructures that the P-Ga203 nanorods are vertically grown on side of the InaOj 
nanowire. The P-Ga203 nanorods have uniformly the [010] growth direction. 
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Control of Morphology and Growth Direction of Gallium Nitride Nanostructures 

Seung Yong Bae, Hee Won Sec, Jeunghee Park, 
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ABSTRACT 

Various shaped single-crystalline gallium nitride (GaN) nanostructures were produced by 
chemical vapor deposition method in the temperature range of 900 - 1200 °C. Scanning electron 
microscopy, transmission electron microscopy, electron diffraction, x-ray diffraction, electron 
energy loss spectroscopy, Raman spectroscopy, and photoluminescence were used to investigate 
the structural and optical properties of the GaN nanostructures. We controlled the GaN 
nanostructures by the catalyst and temperature. The cylindrical and triangular shaped nanowires 
were synthesized using iron and gold nanoparticles as catalysts, respectively, in the temperature 
range of 900 - 1000 °C. We synthesized the nanobelts, nanosaws, and porous nanowires using 
gallium source/ boron oxide mixture. When the temperature of source was 1100 °C, the 
nanobelts having a triangle tip were grown. At the temperature higher up to 1200 °C the 
nanosaws and porous nanowires were formed with a large scale. The cylindrical nanowires have 
random growth direction, while the triangular nanowires have uniform growth direction [010]. 
The grovrth direction of the nanobelts is perpendicular to the [010]. Interestingly, the nanosaws 
and porous nanowires exhibit the same growth direction [Oil]. The shift of Raman, XRD, and 
PL bands from those of bulk was correlated with the strains of the GaN nanostructures. 

INTODUCTION 

One-dimensional nanostructures such as wires (or rods), belts, and tubes are currently the 
subject of intense research because of a pure scientific standpoint and their technological 
applications in electronics and optoelectronic nanodevices, etc.'"'' These properties and 
applications are usually highly dependent on the size and the shape of nanostructures. In fact, the 
shape of nanostructures has significant influence on the physical properties that are important in 
many practical applications, such as light-emitting diodes and scanning-microscopy probes.^'* 
Therefore the development of synthesis whose size and shape are easily controlled is of great 
interest in this area. Among the various nanostructured materials, wurtzite structured galUum 
nitride (GaN) is widely accepted as a potential material for the optoelectronic application, due to 
its direct large energy bandgap (Eg=3.4 eV at 300 K), high thermal stabiHty, and strong resistance 
to radiation.'"' Here we report that various 1-dimensional nanostructures of GaN were 
synthesized in a controlled manner via chemical vapor deposition at the temperature ranging 
from 900 to 1200 "C.'""'" The cylindrical and triangular shaped nanowires were synthesized 
using iron (Fe) and gold (Au) nanoparticles in the temperature range of 900 - 1000 °C. When the 
gaUium (Ga) source/ boron oxide (B2O3) mixture was used to reactant, we synthesized the 
nanobelts, nanosaws, and porous nanowires. The results indicate that the reaction temperature 
and the catalyst play an important role in controlling the structure. The morphology and optical 
properties of the GaN nanostructures were investigated through scanning electron microscopy 
(SEM), tiansmission electron microscopy (TEM), selected-area electron diffraction (SAED), X- 
ray powder diffraction (XRD), Raman spectroscopy and Photoluminescence (PL). 
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EXPERIMENTAL DETAILS 

For the syntheses of cyUndrical and triangular nanowires,'"" Ga metal (99.999 %, Aldrich) 
and GaN powder (99.99+ %, Aldrich) mixture was placed inside of a quartz tube reactor. NH3 
gas was introduced into the quartz tube and temperature of the substrate was approximately 9(X) - 
1(X)0 °C. When the Fe nanoparticles deposited on the silicon substrate were used, the cylindrical 
nanowires were synthesized. For the use of Au nanoparticles on the alumina substrate, triangular 
nanowires were synthesized. In addition to these nanostructures, we synthesized the nanobelts, 
nanosaws, and porous nanowires using Ga source/ B2O3 mixture in the temperature range of 
1100 - 1200 °C.'^'''' When the temperature of sources was 1100 °C, the nanobelts were 
synthesized. At the temperature of 1200 °C, the nanosaws were synthesized using pure reactants 
(Ga/Ga203/B203) and porous nanowires were obtained using of ball-milled reactants. The 
morphology and structure of the products were examined by SEM (Hitachi S-4300), TEM (Jeol 
JEM-2010), SAED, and XRD (Philips X'PERT MFD). Raman scattering spectra were taken 
using a 514.5 nm argon ion laser. The PL of product was measured at room temperature. The 
excitation source was 325 nm line from a helium-cadmium (He-Cd) laser. 

DISCUSSION 

Figure 1(a) and (b) show SEM images for the high-density nanowires synthesized 
homogeneously over a large area of substrate using Fe and Au catalyst, respectively. They have 
very clean surface without any particles. Figure 1(c) shows a high-resolution TEM (HRTEM) 
image for a cylindrical GaN nanowires having a mean value of 25 nm. The inset is the 
corresponding SAED pattern, which is consistent with that of wurtzite GaN. The [0-21] direction 
is parallel to the long axis. It is observed that the single-crystalline cylindrical nanowires are 
grown with their own specific growth direction, but not with the identical direction. Figure 1(d) 
shows HRTEM image for the triangular nanowires and its SAED pattern, showing the single- 
crystalline wurtzite structured GaN crystal and the [010] growth direction. Upper inset proves 
undoubtedly the triangle cross-section of the nanowires. Therefore, We obtained a possible 
control of the morphology and growth direction using the catalyst. The cyUndrical nanowires 
were grown with random growth direction when the Fe catalytic nanoparticles were used.' With 
Au nanoparticles, the triangular nanowires having the [010] growth direction were grown.  ' • 

Figure 1 SEM images show (a) the cylindrical shaped nanowires grown on the substrate using 
Fe catalyst, (b) the tuangular shaped nanowires grown using Au catalyst, (c) HRTEM images and 
SAED pattern of the cylindrical shaped nanowires whose growth direction is [0-21]. (d) HRTEM 
images and SAED pattern of the triangular nanowires with the [010] growth direction. The upper 
inset is magnification of the tip part of the triangular nanowires. 
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Figure 2. TEM images of the (a) nanobelts, (b) nanosaws, and (c) porous nanowires. (d)-(f) 
HRTEM images of the (d) nanobelt, (e) nanosaw, and (f) porous nanowire. The insets are the 
corresponding SAED pattern of individual GaN nanostructure. 

Figure 2 shows TEM images for the various shapes of GaN nanostructures. Figure 2(a)-(c) 
display a typical morphology of the nanobelts, nanosaws, and porous nanowires, respectively. 
The TEM images of nanobelts and nanosaws reveal that they have not a round cross section. 
From the images of many nanobelts and nanosaws, the thickness of the belt plane can be 
estimated to be approximately 1/10 of the width. The porous nanowires are straight and 
cyUndrical. They contain many pores inside whose size is 5-20 nm. Figure 2(d)-(f) exhibit 
HRTEM images and SAED patterns of individual nanostructure. They are all single crystalline. 
All of the nanobelts, we observed, have a triangle tip and uniformly [2-10] growth direction. The 
growth directions of nanosaws and porous nanowires are the same as [0-11]. 
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Figure 3. (a) A full-range XRD pattern taken from the GaN nanostructures. (b) The (100), (002), 
and (101) peaks are magnified. 
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The XRD pattern taken from the GaN nanostructures exhibits a typical one of GaN wurtzite 
structure. Figure 3(a) shows a full-range XRD pattern for five different GaN nanostructures and 
commercially available GaN powder (Aldrich). No other crystalline phases are detected. The 
XRD data provide another evidence for the highly crystalline wurtzite crystal of GaN 
nanostructures. It is noteworthy that the intensity of (110) peak from the nanosaws and porous 
nanowires is strongest and the other peaks arc much weaker, which is different from the XRD 
pattern of GaN powder. Since the nanosaws and porous nanowires are lying with random 
orientation on the substrate, the XRD would take place mainly from the large (110) lattice planes 
parallel to the axis. Therefore, the relative intensity of the XRD peaks can support powerfully the 
growth direction of the nanostructures. The position of (100), (002), and (101) peaks are 
compared in figure 3(b). The lattice constants of the GaN powders agree with the reported values 
of bulk GaN crystals, a=3.19 and c=5.18 A." The peaks of the triangular nanowires, nanobelts, 
and nanosaws shift negligibly from those of the GaN powder. It indicates that the lattice 
constants of the GaN nanostructures would be nearly the same as those of the bulk. In contrast, 
the peaks of the cylindrical and porous nanowires show a large shift to the higher diffraction 
angle, suggesting the change of lattice constants. For instance, the shift of peaks for the 
cylindrical nanowires is A(26')=0.07°, 0.15°, and 0.10°, respectively, for (100), (002), and 
(101) peaks.'" The peak shift toward a larger angle indicates that the separations of neighboring 
lattice planes along the wire axis are shorter than those of bulk GaN. We suggest that that they 
would undergo biaxial compressive stresses in the inward radial direction and the induced tensile 
uniaxial stresses in the growth direction. The largest shift of (002) peak suggests that the (001) 
and (100) planes would be under the strongest compressive and tensile stresses, respectively. 

Raman scattering spectra of the triangular nanowires, cylindrical nanowires, and powder are 
displayed in figure 4. The first-order phonon frequencies of Ai(TO), E2(high), and Ai(LO) modes 
were measured to be 533, 570, and 738 cm"', for the GaN bulk, respectively."'^ The GaN 
powder shows the peaks at the same position, 533, 569, and 730 cm"', which can be assigned to 
Ai(TO), E2(high), and A|(LO), respectively. The lower frequency shift as significant as 7 cm" 
was observed from the cylindrical nanowires. It is known that the compressive or tensile strains 
play an important role in the shift of E2(high) peak.'"'" The E2(high) phonon band toward a 
lower frequency can be correlated with the reduction of the lattice constant. The Raman shift of 
the cylindrical nanowires provides another evidence of the tensile strains. No shift of the 
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Figure 4. Raman scattering spectrum of the triangular nanowires, cylindrical nanowires, and 
powder. The excitation source is 514.5 nm argon ion laser. 
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Figure 5. PL spectrum of the triangular nanowires, cylindrical nanowires and epilayer at 300 K. 
The excitation wavelength is the 325 nm of He-Cd laser. 

EzChigh) peak implies that triangular nanowires would experience no strains." Therefore the 
XRD and Raman data suggest that triangular GaN nanowires would be stress-free materials. The 
bandgap energy of triangular GaN nanowires is probably the same as that of the GaN bulk, 
which is distinct from the cylindrical GaN nanowires. 

Figure 5 shows the PL spectra obtained for the triangular nanowires, cylindrical nanowires, 
and GaN epilayer at room temperature (300 K). The GaN epilayer was grown with a thickness of 
3 |J.m on a sapphire substrate. The epilayer exhibits a typical yellow band in the range 2.0-2.6 eV, 
but the cylindrical nanowires and triangular nanowires show almost no yellow band. PL 
spectrum of epilayer shows a strong narrow peak at 3.42 eV, which is ascribed to the bound 
exciton. The cylindrical nanowires have the PL in the broader energy range with a peak (3.28 
eV) at the lower energy than epilayer. The broad PL band is plausibly due to a superposition of 
the bound exciton emission from the differently strained domains. The much less thermal 
quenching compared to that of the epilayer could be correlated with a large binding energy, 
providing another piece of evidence for an existence of the strains inside the cylindrical 
nanowires. We suggest that the lower energy shift would be a result of the reduction of band gap 
due to strain of cyUndrical nanowires. In contrast, the peak of triangular nanowires (3.41 eV) was 
very similar with those of epilayer, confirming the stress-free properties of the triangular 
nanowires compared with cylindrical nanowires grown with random direction. 

CONCLUSION 

In summary, we synthesized various shaped single-crystalline GaN nanostructures by thermal 
CVD using the catalyst-assisted reaction of Ga sources with NH3 in the temperature range of 
900-1200 °C. We controlled the GaN nanostructures by the catalyst and temperature. The 
cylindrical and triangular shaped nanowires were synthesized using Fe and Au nanoparticles in 
the temperature range of 900-1000 °C. When the Ga source/boron oxide mixture were used to 
reactant, the nanobelts, nanosaws, and porous nanowires were synthesized above 1100 °C. The 
cyhndrical nanowires have random growth direction and show a large shift of XRD and Raman 
peaks. Also, we can observe the strong and broad blue band in the PL measurement at 300 K. 
These results suggest that cyUndrical nanowires would undergo biaxial compressive stresses in 
the inward radial direction and the induced tensile uniaxial stresses in the growth direction. The 
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GaN nanowires having a triangle cross-section and uniform [010] growth direction show no shift 
of XRD, Raman, and the bound exciton peak. Therefore triangular nanowires having the band 
gap energy of the bulk would be free from the stress. In the case of the other GaN nanostructures, 
porous nanowires have [Oil] growth direction and large shift of XRD and Raman peaks. The 
cylindrical shaped porous nanowires experience a high level of strains. In contrast, the nanosaws 
and nanobelts arc under no strain. We suggest that the cylindrical shape would play a major role 
in inducing the compressive strains. The shift of XRD, Raman, and PL from those bulk was 
correlated well the strains of the GaN nanostnjctures. 
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ABSTRACT 

Indium phosphide (InP) nanowires and nanotubes have been synthesized via the vapor- 
liquid-solid (VLS) growth mechanism. The wires as well as the tubes are crystalline and have the 
(bulk) zinc blende structure. Compared to the nanowires the nantubes are formed at higher 
temperatures. A simple model for the formation of the nanotubes is presented. The diameter of 
the wires and the wall thickness of the tubes can be controlled by the synthesis temperature. 
Photoluminescence measurements on individual wires show a strong polarization dependency. 
Moreover, the nanostructures exhibit a considerable blue shift with respect to bulk emission as a 
result of size-quantization. In addition, this blue shift indicates that the optical properties are not 
dominated by defect states. 

INTRODUCTION 

One-dimensional structures, such as semiconducting nanowires are attractive building 
blocks for bottom-up nanoelectronics. Nanowires can relatively easily be manipulated and 
contacted to form functional circuits.' The electronic structure of nanowires is determined by the 
chemical composition and the diameter and additionally these wires can be n-type or p-type 
doped.'^ Moreover, atomically abrupt III-V semiconductor heterojunctions have been synthesized 
in a nanowire.^ Strong quantization effects in a nanowire were established by the incorporation of 
a quantum dot, having a different chemical composition than the rest of the wire."* However, the 
confinement for nanowires with a homogeneous composition, which still have macroscopic 
dimensions in one direction, is clearly less than for quantum dots. The confinement effect in one- 
dimensional structures can be enhanced by the formation of tubes instead of wires. Carbon 
nanotubes and metal chalcogenide nanotubes have a pseudographitic morphology and the 
electronic properties are determined by the diameter and the chirality of the tubes.^'* Therefore, it 
is difficult to predetermine the electronic properties of these nanotubes. In this paper the 
synthesis of crystalline InP nanowires and nanotubes is reported. The substrate temperature 
during growth establishes the shape of the resulting nanostructures and can be used to tune the 
electronic properties. The optical properties of the nanowires and nanotubes are discussed. 

EXPERIMENTAL 

One-dimensional nanostructures were grown via the VLS (vapor-liquid-solid) laser 
ablation method as schematically drawn in figure I A.' The synthesis was carried out without the 
use of a template. A silicon sample with a native oxide layer covered with an equivalent of a 2 - 
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20 A All film was used as the substrate. The substrate was mounted onto an AI2O3 block at the 
downstream end of the tube oven. The quartz oven tube was evacuated to a pressure of 10' mbar 
and was subsequently flushed by argon (6N). The oven was heated to 730-850 °C. The substrate 
temperature was measured 0.5 mm below the substrate by the use of a thermocouple; the 
temperature was well stabilized before the ablation was started. Upon heating, the thin Au film 
broke up into small gold particles. The beam of an ArF laser (^=193 nm, 100 mJ/pulse, 2.5-10 
Hz) was focused on either a pressed InP target (density 65%) or on a piece of single crystalline 
InP. The In and P species were carried by the argon gas flow (210 seem, 140 mbar) towards the 
substrate, where they dissolved into the Au particles. Once the Au dots were saturated by In and 
P, a one-dimensional, crystalline structure started to excrete. After the ablation was stopped (after 
15-30 kshots) the sample was studied with electron microscopy. For TEM, a Cu-grid provided 
with a film of amorphous carbon was wiped over the substrate. 

The nanostructures were dispersed in chlorobenzene by low power ultrasonification for 10 
seconds. A droplet of the dispersion was deposited onto a silicon sample provided with 500 nm 
thermal oxide. Photoluminescence studies on individual nanostructures were performed by the 
use of a home-built fluorescence microscope. The excitation laser beam (^=457 nm, 200 mW 
Mclles Griot DPSS58) was reflected from a dichroic mirror and focused through the microscope 
objective onto the sample to obtain a power density of 10 kW/cm^. The linearly polarized light 
from the laser could be rotated by a polarization rhomb. The photoemission was collected by the 
same objective and passed through the dichroic mirror and an emission filter. The light was 
either coupled into a glass fiber connected to a spectrophotometer or projected onto a CCD 
camera. 

RESULTS AND DISCUSSION 

Figure IB shows a typical SEM image of the as-grown nanostructures. Over 95 % of the 
deposited material consisted of one-dimensional structures. When the substrate temperature was 
in the range 425-500°C and an undoped InP (6N) target was used, single-crystalline InP 
nanowires were formed. The growth direction and the crystal structure were determined from 
high-resolution TEM (TECNAI TF30ST, figure IC). The long axis of most of the wires was 
perpendicular to the (111) lattice plane as has been reported by others*, but also growth along the 
[211] direction was observed occasionally. Periodic arrays of twinning boundaries perpendicular 
to the long axis of the wire and with an irregular period were observed when the wires were 
grown in the [111] direction. Each wire was terminated by a particle containing Au and an 
amount (typically 40%, determined by EDX) of InP, indicating that the wires grow via the VLS 
mechanism. The diameter of the nanowires is initially determined by the thickness of the Au 
film. However, the substrate temperature during growth affects the resulting diameter as well. In 
figure 2A the resulting wire diameter, obtained from TEM measurements, is plotted versus the 
substrate temperature in the range 425-500 °C for a constant Au layer thickness of 5 Angstroms. 
The wire diameter increases with temperature, which is expected considering the AulnP-phase 
diagram. An additional amount of InP will dissolve in the Au particle when the temperature is 
raised. This will result in an increase of the particle diameter leading to a thicker wire. The 
thinnest wires we have obtained starting with a 2 A Au film had diameters of 4 nm. 

When higher temperatures (>500°C) were applied InP nanotubes were formed. A closer 
examination by TEM, presented in figure ID, showed that hollow tubes were formed. Judging 
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Figure 1 (A) Schematic image of tiie laser ablation set up for the VLS growth of nanowires. (B) 
SEM image of InP nanostructures grown on a silicon substrate provided with a 2 A Au film. (C) 
HRTEM image of an InP nanowire. (D) HRTEM image from a InP nanotube grown at 520°C by 
the use of an InP target doped with 0.1 mol% Zn (inset) overview TEM image of an InP 
nanotube. 

from the contrast from both bright field TEM and HAADF (high-angle annular dark field) 
imaging it was clear that there was no material present in the core of the tubes. The tubes were 
terminated by a particle, (inset figure 1D) which contained gold; this indicates that the tubes 
grow from the liquid InP-Au phase via the VLS mechanism. The diameter of the tubes was 
uniform along their length. Upon tilting the sample with respect to the electron beam, diffraction 
fringes were seen to move over the entire width of the tubes, implying a cilindrical shape of the 
crystals. The observation that the diffraction contrast is most pronounced in the walls again 
confirms the hollow nature of the tubes. The thickness of the wall of the nanotube shown in the 
HRTEM image in figure ID was approximately 4 nm. From electron diffraction and X-ray 
diffraction measurements it was clear that the crystal lattice corresponded to the InP zinc blende 
lattice. The tubes did not oxidize upon exposure to ambient air for over a month. 
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Figure 2 (A) Wire diameter versus substrate temperature (inset) sctiematic presentation of the 
formation of solid nanowires by a kinetically limited growth process at relatively low 
temperatures; the InP concentration in the Au particle is indicated by the gray scale. (B) Wall 
thickness of the InP nanotubes versus substrate temperature. An InP target with 0.1 mol% sulfur 
was used, leading to the formation of tubes in the applied temperature range (inset) the formation 
of hollow nanotubes by a diffusion limited growth process at higher temperatures. 

A simple model for the growth dynamics is proposed. At relatively low temperature, the grovrth 
rate Is controlled by the crystal growth rate at the liquid-solid interface (kinetically limited). 
Diffusion of atoms in the droplet is then relatively fast with respect to crystal growth, and the 
concentration is uniform throughout the droplet (inset figure2A). Growth takes place at the entire 
liquid-solid junction, giving rise to solid wires. At elevated temperatures the growth rate has 
increased with respect to the rate of diffusion; the concentration of atoms in the droplet has been 
depleted, and the growth becomes diffusion limited. At the liquid- solid interface, the nucleation 
front is ring-shaped, giving rise to the growth of tubes (inset figure 2B). The transition 
temperature is typically 500°C, but dopants added to the InP target influence this temperature.' 
An analogous growth mechanism was proposed for the growth of hollow and solid carbon 
nanofibers.'" According to our proposed model the thickness of the wall is expected to depend on 
the temperature. At increasing temperatures, the growth rate increases with respect to the 
diffusion rate; the species have a decreasing amount of time to migrate through the droplet. In 
figure 2B the mantle thickness of the tubes is plotted versus the substrate temperature. For this 
experiment, an InP target with 0.1 mol% S was used, leading to the formation of tubes in the 
applied temperature range. The wall thickness was measured by using TEM. Obviously, the wall 
thickness decreased for higher temperatures. 

Photoluminescence measurements were performed on individual nanostructures. Figure 3A 
shows a dark field image of a nanowire. In figures 3B and 3C photoluminescence images of the 
same wire are shown with the excitation polarization vector parallel and perpendicular to the 
orientation of the wire, respectively. Figure 3D gives the emission spectra of the wire for parallel 
and perpendicular excitation. In general, the measured excitation polarization ratio, p=(l„- 
IiVC/z+'i). with (I„) the emission intensities with parallel and (IJ perpendicular polarized 
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Figure 3 (A) dark field image of a single nanowire. (B) pholotoluminescence image of the same 
wire with parallel excitation and (C) perpendicular excitation. (D) The emission spectra for 
parallel and perpendicular excitation. (E) Emission spectra of a bulk InP crystal, an InP nanowire, 
and an InP nanotube demonstrating the enhanced size quantization effect for the tube compared 
to the wire. 

excitation with respect to the wire axis, is 0.95+0.02 for thin and straight wires. A similar value 
has been reported by others." Thicker wires and tubes showed a lower excitation polarization 
ratio of p=:0.6. The large polarization ratio is believed to originate from the large dielectric 
contrast between the nanowire and the air surrounding the wire. The maximum of the emission 
band of the nanowire (^=880 nm) is blue-shifted with respect to the emission of bulk InP (A,=918 
nm) due to size quantization. Effective-mass-approximation calculations show that the size 
quantization effect for a solid one-dimensional structure is determined by the diameter, whereas 
the size quantization for a hollow tube is determined by the wall thickness. In figure 3E the 
emission spectra of a bulk InP crystal, an InP nanowire (d~15 nm), and an InP nanotube 
(d~30nm, wall thickness~4nm) are plotted. The emission intensity is normalized for easy 
comparison. Other emission bands at lower energies were not observed, demonstrating that 
defect states, for instance at the surface of the structures, do not dominate the optical properties. 
The maximum of the measured emission of bulk InP is at a slightly higher energy than the 
bandgap energy of InP reported in the literature. Probably, this is caused by the limited sensitivity 
of the spectrophotometer at wavelengths > 900 nm. The emission maximum of the wire has blue- 
shifted by ~100 meV, whereas the tube emission has blue-shifted by ~400 meV. This enhanced 
blue-shift clearly demonstrates the strong size quantization effect for the tube. The width of the 
emission band has increased for the nanostructures with respect to that of the bulk InP crystal. 
This might be due to fluctuations in the diameter or the wall thickness, for the wire and the tube, 
respectively. 
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CONCLUSIONS 
In summary, we have synthesised crystalline InP nanowires and nanotubes by using the 

VLS growth mechanism. The diameter of wires and the wall thickness of tubes can be tuned by 
the substrate temperature. The nanostructures show polarization dependent pholotoluminescence. 
Since nanowires of most of the III-V compound semiconductors have been grown' , we believe 
that tubes consisting of these materials can also be synthesised. This gives the opportunity to tune 
the opto-electronic properties of these one-dimensional structures in an even wider range. 
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Abstract 
We have produced nitrogen doped, stable, and environmentally benign Ti02.,Nx photocatalysts whose optical 

response can be tuned across the entire visible region using a nanoscale exclusive synthesis route, performed in seconds at 
room temperature. This synthesis, which can be simultaneously accompanied by metal atom seeding, that can be 
accomplished through the direct nitration of anatase TiOi nanostructures with alkyl ammonium salts. Tunability throughout 
the visible spectrum depends on the degree of TiOa nano- particle agglomeration and the influence of metal seeding. The 
introduction of a small quantity of palladium, in the form of the chloride or nitrate, promotes further nitrogen uptake, 
appears to lead to a partial phase transfomialion, displays a counter ion effect with the acetate, and produces a material 
absorbing well into the near infrared. The nitridation process also induces the fomiation of oxygen hole centers. Silver 
introduced as the nitrate into a Ti02 or Ti02.xN, nanostructure framework, forms seeded AgjO - Ti02 or Ti02.xN;i 
nanostructure mixtures which can be induced to self-assemble and to agglomerate into nano-needle and planar arrays using 
select metal probes. Surprisingly, no organics are incorporated into the final Ti02.xNx products. These visible light 
absorbing photocatalysts readily photodegrade methylene blue and when used to create photocatalytic sites on a surface 
based microreactor induce ethylene oxidation with visible light. They can be transformed from liquids to gels and placed on 
the surfaces of sensor and microreactor based configurations to 1) facilitate a photocatalytically induced solar pumped 
sensor response, and 2) provide a possible means for the catalytically induced disinfection of airborne pathogens. In 
contrast to a process which is facile at the nanoscale, we find little or no direct nitridation of micrometer sized anatase or 
rutile Ti02 powders at room temperature. Thus, we demonstrate an example of how a traversal to the nanoscale can vastly 
improve the efficiency for producing important submicron materials. 

Introduction 
An exciting aspect of research at the nanoscale results as nanostructures can display not only an enhanced activity 

but also an unexpected reactivity relative to that at the micron scale and bulk phase. Further, their formation and interaction 
may be accompanied by phase coexistence and transformations not commonly observed in bulk systems. These factors can 
lead to unusual surface oxidation states, routes for the highly efficient seeding of metals/metal ions into active submicron 
assemblies, sensitized interactions with external probes which can be used to induce self-assembly and the ready formation 
of metastable phases. 

Highly Efficient Formation of Visible Light Absorbing Ti02.jN, Photocatalysts 
There has been a long, continued, interest in Ti02 based photocatalysis' because of the relatively high reactivity 

and chemical stability of the oxide under uv light excitation (X, < 387 nm) where this energy exceeds the bandgap of anatase 
(3.2 eV) crystalline n-Ti02. However, anatase Ti02 is a poor absorber in the visible region. The cost and accessibility of uv 
photons makes it desirable to develop photocatalysts which are highly reactive under visible light excitation utilizing the 
solar spectrum or even interior room lighting. 

Recently, Asahi et al.^ prepared Ti02.xN, films by (1) sputtering Ti02 targets in an N2(40%)/Ar gas mixture and 
then annealing in N2 gas at 550°C for 4 hours and (2) treating anatase Ti02 powders in an NH, (67%)/Ar atmosphere at 600° 
for 3 hours. This study was important because it clearly demonstrated that nitrogen doping to form n-Ti02-xNx shifts the 
optical absorption of Ti02, and hence the ability to photodegrade methylene blue and gaseous acetaldehyde, to the visible 
region at wavelengths less than 500 nm. We have produced visible light absorbing Ti02.xNj particles in a controlled size 
range (3-10 nm) in seconds at room temperamre employing the direct nitridation of TiOi nanocolloids using alkyl 
ammonium compounds." These titanium oxynitrides demonstrate a high quantum yield (> 0.5) for reductive 
photocatalysis with methylene blue and for ethylene oxidation on a surface where the quantum yield in the visible is easily 
comparable to the quantum yield under UV irradiation. 

An advantage of the nanoscale doping procedure is that it produces slurries of the nitrided particles that form 
viscous solutions whose viscosity can be readily adjusted. This is of practical advantage as one places the agglomerates on 
a surface (for example a quartz reactor tube) to create a film of photocatalytically active sites. A further advantage of these 
colloidal solutions is the unique means by which they can incorporate and uniformly disperse transition metal compounds 
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and the manner in which these transition metal compounds can be introduced in concert with the nitriding process. In many 
instances the introduction of the transition metal compounds produces a solution which, after some controlled period of 
time, can be transformed to a gel. This process can be accelerated by minimal heating (e.g., ~ 50°C). 

We have treated both the initial TiOz nanocolloid solution and partially agglomerated colloidal solutions with an 
excess of triethyl amine at room temperature by stirring for a maximum of 2 minutes. We have also introduced a niimber of 
transition metals during the nitriding process (e.g., transition metals from the early to late periods of the Periodic Table 
including the Group VllI compounds). With subtle changes in the post synthesis treatment of the Ti02.xNj slurries, we have 
produced powders ranging from yellow to orange in color with increasing agglomeration. Figure 1 compares the optical 
rellectancc for Dcgussa P25 TiOj (reported at an average size of 30 nm), onsetting sharply at X ~ 380 nm, the reflectance 
spcctram for the nilrided (TiOa.N,) (>3, < 10) nm nanoparticles, rising sharply at 450 nm, and the corresponding spectrum 
for the nitridcd (TiO^xN,) partially agglomerated nanoparticles rising sharply at 550 nm. This characterization by 
reflectance spectroscopy emphasizes an abihly to gain control of the absorption of light through nitriding and subsequent 
processing steps, producing a tuning through the visible region. Infrared spectra demonstrate that the colors and changes 
introduced upon doping are not associated with the incorporation of molecular alkyl groups. Further, we have introduced Pd 
into a nitriding amine-TiOj mixture. The corresponding reflectance spectrum, obtained for palladium incorporation into the 
Ti02-,N„ producing a structure with reduced Pd-based nanocrystallites" and the apparent transformation of some of the 
TIOLNX anatase .structure," displays an even broader response extending to considerably longer wavelength, albeit at a 
notably lower light absorption efficiency as a function of wavelength. The nitriding of TiO, to produce Ti02.,;N, also results 
in an enhanced argon ion laser induced photoluminescence which has been demonstrated to result from the formation of 
oxygen-hole centers (OHC's).' 
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Figure 1.    Reflectance measurements on different 
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Figure 2. A) Visual comparison of  a. TiOz nanoparticles; 
b.    Degussa P25 TiO, powder;  c.    Nitrided TiOj-.N, 
nano-powder; d.  Degussa P25 Ti02 powder nitrided with 
Triethyl-amine. 
B) UV-visible reflectance spectra of (a) TiO, nanoparticles 
((white)-dash-dotted line), (b) Degussa 
P25  Ti02 powder  (dashed  line),  (c) nitrided Ti02.xNx 
nanopowder ((yellow)-solid line) and (d) nitrided Degussa 
P25 Ti02 powder ((brown)-dotted line). 

Figure 2 compares the reflectance spectra for Ti02 and Ti02.xNx nanocolloid and Degussa P25 Ti02', the latter of 
which is nilrided over a lime period of days! The efficiency of the nitriding process for Degussa P25 is minimal compared 
to that of the colloid and the corresponding reflectance spectrum is notably more complex. A Debye-Scherrer analysis of 
the XRD pattems of Degussa P25 and the nitrided and partially agglomerated TiO, nanocolloid (550 nm feature. Figure 1) 
shows a broadened pattern for the nanocolloid that suggests a size close to 10 nm. In contrast to the outlined nanoparticle 
activity, no measurable reaction or heat release is observed as either distinct rutile or anatase Ti02 micropowders are treated 
directly with an excess of triethylamine. 
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Figure 3. Comparison of the photocatalytic decomposition of Methylene Blue after a) 390 nm laser excitation, b) 540 nm 
monitored at 650 nm, catalyzed by undoped-TiOz (blank test, open diamonds) and Nitrogen-doped TiOj nanocrystals, and 
c) laser excitation at 390 nm as a function of the introduc- tion of palladium. The inset in 3a shows the photodegradation of 
methylene blue in water at neutral pH. 

Methylene blue decolorization in water (either aerobic or anerobic) represents a probe reaction often cited to 
establish the photocatalytic activity of a novel photocatalyst. We have observed methylene blue decolorized under aerobic 
conditions for irradiation at 390 and 540 nm at a pH of 7 and for various TiO^xN^ and Pd-seeded-Ti-0-N catalysts. 
Photocatalytic activity has been evaluated at 390 and 540 nm, respectively, using a laser producing a 1 KHz pulse train of 
120 femtosecond pulses.""*^ The laser output was used to pump either an optical parametric amplifier to obtain tunable 
wavelengths in the visible spectrum including 540 nm or a second harmonic generation crystal to produce 390 nm photons. 
Excitation powers were adjusted using a neutral density filter wheel. Figures 3 demonstrates the photodegradation ob.served 
at 390 and 540 nm for methylene blue in water at PH 7. The data for the nitrided samples as well as the palladium treated 
samples referred to above are consistent with a notably enhanced activity for the Ti02-xNj constituencies at 390nm whereas 
undoped TiO: nanoparticles showed minimal activity under visible light irradiation. The significant decrease in the optical 
density for methylene blue in the presence of the synthesized Ti02.KN, photocatalyst, upon visible light excitation, signals a 
conversion process that displays a notable activity relative to a blank and Ti02 sample. Notable decreases in optical density 
are also observed at 540 nm, but differences in activity are muted in this less sensitive absorption region. The introduction 
of a small quantity of palladium in the form of the acetate, chloride, or nitrate not only produces a material absorbing wel I 
into the near infrared but also leads to further nitrogen uptake with introduction of the chloride or nitrate. This appears to 
lead to a partial phase transformation and displays a clear counterion effect'' as photocatalytic activity (Figure 3(c)) 
increases from the acetate to chloride to nitrate. The behavior might be attributed to the surface/volume ratio of the resultant 
treated products'". However, the counterion effect and the relative efficiencies of the chloride and nitrate treated samples 
must be the subject of a further study. In conhast, at wavelengths below 350 nm, the activity of both the TiOj and nitrided 
samples is comparable. Thus nitrided TiOj.xN, samples that can be generated in several seconds at room temperature are 
catalytically active at considerably longer wavelength than TiOj 

The results which we have obtained thus far demonstrate that by forming and adjusting an initial Ti02 nanoparticle 
size distribution and mode of nanoparticle treatment, it is possible to tune and extend the absoiption of a doped Ti02.xNx 
sample well into the visible region. Further, the cunent study demonstrates that an important modification of a Ti02 
photocatalyst can be made considerably simpler and more efficient by extension to the nanometer regime. While these 
results are very encouraging for the dispersed colloids in solution, the gas phase oxidation of an olefin in contact with a 
photocatalytic surface is a more demanding test for the application of this science to the challenge of designing selective 
oxidation catalysts using low temperature, visible light activation. 
Visible Light Active Photocatalytic Films 

Films constructed from colloidal solutions of Ti02.xN, and Pd-TiOi.xN, are photocatalytically active for the total 
oxidation of ethylene to carbon dioxide under UV and incandescent light illumination at room temperature.' This is clearly 
demonstrated in Fig. 4, which shows the experimental results we have obtained for this process in a stop-flow microreactor. 
Specifically, CO2 formation measured by a mass spectrometer after a one-hour long illumination of the reactor, filled with 
an oxygen/ethylene mixture, by a UV lamp (365 nm) and an incandescent lamp (primarily in the visible region) is compared 
for the reactor loaded with nitrided, Pd-impregnated, Pd-Ti02.,Nx nanostructures. The case of no illumination is also shown 
to provide a baseline CO2 level. Unlike the untreated Ti02 photocatalyst, films composed of nitrided Ti02 colloid centers 
display a significant photocatalytic activity under illumination by the primarily visible light generated from the 
incandescent lamp at a much lower photon flux. The visible response is therefore greater than that for pure UV excitation. 
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Figure 4a. COi formation measuring tlie phiotocatalytic 
oxidation of etliylcnc in a stop-flow reactor loaded with 
Ti02 nanoslructures under UV (365 nm), incandescent 
lamp (primarily in the visible range), and no 
illumination at rooin temperature. 

T]iiio [minuiesi 

Figure 4b. CO2 formation measuring the photocatalytic 
oxidation of ethylene in a stop-flow reactor loaded with 
Pd-Ti02.xNj nanostnictures under UV lamp (365 nm), 
incandescent lamp primarily in the visible range), and no 
illumination at room temperature (photon flux in visible ~ 1/5 
flux in UV). 

This demonstrates unambiguously that the nitriding procedures we have employed can produce surface based doped titania 
photocatalyst centers which arc catalytieally active within a broad range of optical excitation well into the visible. These 
results provide strong evidence that novel materials can be synthesized at room temperature and used under visible light 
illumination (o produce strongly oxidizing photocatalytic centers that could lead to a low temperature, selective, surface 
oxidation catalyst. The strategy of such an effort should be to generate uniquely optimized photocatalytic films by 
modifying the nature of those centers which produce the photocatalytic activity at the nanoscale prior to surface film or 
catalytic bed formation. These experiments are currently being pursued in our laboratory. 
Further Applications of Doped and Metal/Seeded TiOi 

There are other potential applications of the Ti02 based doping/seeding at the nanoscale. In view of the unique 
ability of these nanocoUoid solutions to incorporate transition metal compounds, we have considered the potential 
photovoltaic applications resulting from the incorporation of readily ionized metals such as silver into the Ti02 and TiOi-^N, 
lattice. Here, initial studies have revealed a very intriguing chemistry that might be generalized using a number of mixed 
melal combinations. While silver cryslalliles can be incorporated and dispersed into Ti02 or its nilrided analog, Ti02-xNj, 
Figure 5 demonstrates assembled silver oxide based arrays. They are fonned as this crystalline material is interspersed 
within colloidal TiOi as the entire assembly takes on a needle-like shape. These needle-like arrays are formed upon 
introduction of a zinc metal probe into a silver nitrate impregnated lattice. We suggest that the self-assembly may be 
induced through the formation of a zinc hydroxide hydrogel." Experiments are currently underway to verify this suggestion. 
As we are now beginning to investigate the potential photovoltaic applications of these materials, this striking self-assembly 
may prove useful for future applications. 

(a) (b) (c) 
Figure 5. (a) TF.M micrograph of the probe induced assembly of silver oxide crystallites on Ti02. (b) Closer view of silver 
oxide crystallites assembled on Ti02. (c) Closeup of silver oxide crystallites on which Moire Patterns are visible. 
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An important aspect of the seeding experiments wliich we liave outlined is the ability to form a metal seeded slurry 
of the visible light absorbing TiOi-jN,. These slurries can be transferred from liquids to gels as they are placed on the 
surfaces of sensor and microreactor based configurations to 1) facilitate a photocatalytically induced solar pumped sensor 
response, and 2) provide a possible means for the catalytically induced disinfection of airborne pathogens. Once developed, 
the utilization of visible light absorbing photocatalytic materials can offer the potential for the significant improvement of 
sensor suites. Here solar and/or interior room lighting absorbed by a photocatalyst is used to produce electron-hole pairs, 
either of which might be used to enhance the sensing process by modifying the interfacial depletion layers of the chemically 
sensitive metal oxide layer of, for example, a CHEMFET. In our titanium-based studies, it has been possible to readily 
introduce Pt, Ru, Ir, Co, Ni, and Au into both the T1O2 and Ti02.jNx nanocolloid solutions. As the resulting materials are 
readily deposited to form films and gels on a surface, they are amenable to the creation of seed metal - Ti02-jNs 
combinations whose interaction can also form the basis for a sensor. 

The nitriding of TiOi to produce Ti02.xNx as well as its subsequent metallization with gold and silver' leads to a 
vastly enhanced argon ion laser (488, 457.9 nm) induced photoluminescence from the oxynitride (vs. Ti02). A strong 
emission between 550-560 nm, red shifts and drops in intensity with aging in the atmosphere. Electron Spin Resonance 
performed on these samples identifies a resonance at g = 2.0035, which increases significantly with the nitridation step. 
This resonance is attributed to an oxygen hole center created near the surface of the nanostructures which correlates well 
with the noted optical activity.''' We suggest that the formation of the OHC's in the presence of metal oxides may also 
affect the interfacial depletion layers so as to enhance sensor response. 

We have tried to exemplify the manner in which unique properties at the nanoscale can be applied to form visible 
light activated photocatalysts. We suggest that the.se materials will be useful for the development of microreactors, solar 
cells, and solar pumped sensors. 
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ABSTRACT 

Surface effects significantly influence the functionality of semiconductor nanocrystals. A 
theoretical understanding of these surface effects requires models capable of describing surface 
details at an atomic scale, passivation with molecular ligands, and few-monolayer capping shells. 
We present an atomistic tight-binding theory of the electronic structure and optical properties of 
passivated, unpassivated and core/shell nanocrystals to study these surface effects. 

INTRODUCTION 

Quantum dots and nanocrystals have been studied intensely due to their enticing 
possibilities as artificial atoms with enhanced optical properties. Nanocrystals are being used 
now as building blocks for bio/nanohybrids for use in biological systems as biomarkers [1-3] and 
resonant energy-transfer sensors [4]. Construction of these bio/nanohybrids is a challenging, 
ongoing problem [3,4]. An understanding of how dots function in these structures is needed so 
that tailored nanooptics with these systems can be exploited. Surface effects significantly 
influence the functionality of semiconductor nanocrystals. Passivation with ligands or high band- 
gap semiconductor shells is necessary to reduce surface trap densities, enhance quantum yield 
and increase photostability [5-8]. Continuum effective mass theory [9,10] can provide an 
understanding of internal confined states in semiconductor nanocrystals, although atomistic 
theories are needed for a more complete understanding of these confined states [11-16]. 
However, a full theoretical understanding of surface effects requires atomistic models capable of 
describing surface faceting and relaxation; site-dependent, partial and random passivation; the 
molecular structure of passivants; and few-monolayer shells. We present an atomistic tight- 
binding theory of the electronic structure and optical properties of passivated, unpassivated and 
core/shell nanocrystals to study these surface effects. 

THEORY 

We calculate electron and hole states in nanocrystals by use of the empirical tight-binding 
(ETB) method [12-16]. The ETB approach is an atomistic approach well suited for calculating 
the electronic states of nanosystems with atomic-scale interfaces, surface structure and variations 
in composition and shape. In this paper, we consider zinc-blende CdS and CdS/ZnS nanocrystals. 
We assume that all atoms occupy a common, zinc-blende lattice with no relaxation in the bulk, at 
interfaces or surfaces. To date, lattice relaxation and surface reconstruction have been considered 
only for very small nanocrystals with a few hundred atoms [17-19]. Here, we consider a full 
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range of nanocrystal sizes, including core/shell stnietures with up to 25,000 atoms. It is 
extremely time-consuming to include lattice relaxation and surface reconstruction for the full 
range of sizes that we consider. For that reason, we limit our attention to unrelaxed structures. 
We can model spherical, hemispherical, teti-ahedral or pyramidal nanoparticles. Here, we 
consider spherical stnietures. 

In our ETB model, each atom is described by its outer valence s orbital, the 3 outer p 
orbitals and a fictitious excited s* orbital, included to mimic the effects of higher lying states 
[20]. The empirical Hamiltonians are determined by adjusting the matrix elements to reproduce 
band gaps and effective masses of the bulk band structures. We include on-site and nearest- 
neighbor coupling between orbitals. Spin-orbit coupling is included in the theory but will not be 
considered for the results presented here. This simplification allows us to focus on how the 
spatial trapping at surfaces influences the nanocrystal optical response and how surface effects 
are suppressed in core/shell structures. 

The electron and hole eigenstates close to the band edges are found by diagonalizing the 
Hamiltonians with an iterative eigenvalue solver. The nanosystems have on the order of 200- 
25,000 atoms. Typically, we find up to several hundred states closest to the band edge plus all 
states in the gap. Here we consider four models for the surface passivation: all surface dangling- 
bonds unpassivated, all surface-cation dangling bonds passivated, all surfaee-anion dangling- 
bonds passivated, and all surface dangling-bonds passivated. The passivation is modeled by 
shifting the energy of the dangling bonds above the conduction band so that the dangling bonds 
do not modify states near the band gap. Partial passivation can also be modeled by a partial shift 
of the dangling bond energy. We model CdS and CdS/ZnS nanocrystals with the CdS and ZnS 
ETB parameters taken from Lippens and Lannoo [12]. 

Optical spectra are calculated by evaluating the dipole matrix elements for electron and 
hole eigenstates found in the ETB calculations [13,14,16]. To calculate the spectra, we assume 
that all anion-derived surface states, due to unpassivated anion dangling bonds, are occupied and 
all cation-derived surface states are empty. In the ETB approach, dipole matrix elements are not 
needed to define the Hamiltonian. We find on-site dipole matrix elements by use of calculated 
atomic dipole matrix elements [21]. Dipole matrix elements between bonding orbitals on nearest 
neighbor sites are chosen by reasonable estimates. The qualitative structure in the calculated 
spectra is insensitive to variations in the dipole matrix elements for bond orbitals for choices of 
these matrix elements less than the bond length. This shows that allowed transitions are 
determined by symmetry considerations. 

RESULTS 

We consider spherical CdS and CdS/ZnS nanocrystals with unrelaxed, unfaceted surfaces 
that are passivated at all sites, only at cations, only at anions, or unpassivated at all sites. 
Different behavior is obtained for each case. Figure 1 shows the electronic states and spectra for 
a CdS nanocrystal with radius 4o, where a is the bulk lattice constant. Fully passivated dots with 
all dangling bonds saturated have no surface states in the fundamental band gap and all near- 
band-edge states are quantum-confined internal states. The hole states have negligible probability 
to be at the surface, while electron states have a small but finite probability to be at the surface. 
The optical spectrum .shows a few, discrete, optically allowed transitions with a 20 meV Stokes 
shift between the first strong transition and the lowest possible transition. Such a Stokes shift was 
recently seen experimentally [22]. 
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When just surface anions are passivated, a broad band of mixed surface/internal states 
exists between the conduction band edge and the onset of internal states. IS and IP electron 
states are difficult to identify. However, hole states are weakly affected by the unpassivated Cd 
dangling bonds. The energy of the lowest strong optical transition is determined mostly by the 
energy of the lowest internal conduction state. However none of the transitions are assignable to 
the strong transitions for the fully passivated nanocrystal. Incomplete passivation of dangling 
bonds can push lowest internal conduction level well above the level for fully passivated dots or 
down to the conduction band edge. Because of this strong sensitivity to passivation, explicit 
models for surface effects are needed for a precise description of the lowest internal states. 
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Figure 1. (left) Probability that states in a CdS nanocrystal (radius 4o, where a is the lattice 
constant) with energy E near the bulk band gap (bulk CdS valence (conduction) band edge at 0 
eV (2.5 eV)) occupy the bulk cation (dark circles) and bulk anion (light squares) sites. Vertical 
lines indicate the valence band edge (VBE) and the IS and IP electron levels in the CdS 
nanocrystal with all dangling bonds passivated (top panel). The second (third) panel is for a CdS 
nanocrystal with unpassivated Cd (S) dangling bonds, (right) The corresponding optical spectra. 
The dashed lines indicate the energies of the lowest dark transitions. 

When just surface cations are passivated, an anion-derived surface state band (near 0.5 
eV) and a band of backbonded surface states exist above the valence band edge. Due to level 
repulsion with the gap states, conduction levels are blue-shifted from their energies in the fully 
passivated nanocrystal. Again, none of the transitions is assignable to transitions for the fully 
passivated nanocrystal. Instead, there are a series of weak low-energy transitions. At lower 
energy, there are additional transitions with negligible strength, barely discernible in the figure, 

321 



involving the surface states. When both cations and anions are unpassivated, both anion-derived 
and cation-derived surface states occur. Internal confined states experience level repulsion from 
both types of surface states in this case. 

Capping the CdS dot with a few monolayers of ZnS reduces the influence of the surface 
on the internal electronic states and optical properties, as shown for a CdS nanocrystal of radius 
4a with a ZnS cap of thickness a and 2a in Figures 2 and 3 respectively. The states for the fully 
passivated nanocrystal red shift when the cap is added. The lowest hole state in the uncapped, 
fully passivated dot is a Po state, while the second hole state is a Si level. As a consequence, the 
lowest transition in the uncapped dot is dark, with the 20 meV Stokes shift to the first allowed 
transition. However the Si level is more sensitive to surface effects. When the dot is capped, the 
S| level has a larger red shift and the Stokes shift is reduced. For thicker caps (see Figure 3) the 
ordering of Po and Si levels is reversed and there is no Stokes shift. Otherwise, there are no 
significant changes to the optical response of the fiilly passivated dot when it is capped. 
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Figure 2. (left) Probability that states in a CdS/ZnS nanocrystal (CdS radius 4a, ZnS thickness a) 
with energy E occupy the bulk cation (dark circles) and bulk anion (light squares) sites. Vertical 
lines indicate the valence band edge (VBE) and the 1S and 1P electron levels in the CdS/ZnS 
nanocrystal with all dangling bonds passivated (top panel). The second (third) panel is for a CdS 
nanocrystal with unpassivated Zn (S) dangling bonds, (right) The corresponding optical spectra. 
The dashed lines indicate the energies of the lowest dark transitions. For a nanocrystal with 
unpassivated S dangling bonds, dark transitions extend down to 1.5 eV. 

Capping dots with partial passivation clearly reduces the surface effects both on the 
electronic states and on the optical response, as seen by comparing Figures 1, 2 and 3. The 
internal confined states have a higher probability to be in the bulk, making trapping at the surface 
less likely. The 1S and 1P electron states are easier to identify even when there are cation 
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dangling bonds. For CdS/ZnS with the thickest cap, the blue shift of the IS and IP levels, due to 
level repulsion by the surface states, is negligible, also indicating that the surface has little effect 
on the internal states. Finally, the dominant transitions in the fully passivated dots are still clearly 
present in the partially passivated dots when the ZnS cap is included. However, a series of dark 
transitions involving surface states still exists below the dominant transitions. These surface 
states only weakly couple to the internal states so the dark transitions should be less important 
for the capped nanocrystals. 
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Figure 3. (left) Probability that states in a CdS/ZnS nanocrystal (CdS radius 4a, ZnS thickness 
2a) with energy E occupy the bulk cation (dark circles) and bulk anion (hght squares) sites. 
Vertical lines indicate the valence band edge (VBE) and the IS and IP electron levels in the 
CdS/ZnS nanocrystal with all dangling bonds passivated (top panel). The second (third) panel is 
for a CdS nanocrystal with unpassivated Zn (S) dangling bonds, (right) The corresponding 
optical spectra. The dashed lines indicate the energies of the lowest transitions. For a nanocrystal 
with unpassivated S dangling bonds, the dark transitions extend down to 1.5 eV. There is no 
Stokes shift for ftilly passivated CdS/ZnS with a la thick cap. 

CONCLUSIONS 

We consider spherical CdS nanocrystals with unrelaxed, unfaceted surfaces that are 
passivated at all sites, only at cations, only at anions, or unpassivated at all sites. Different 
behavior is obtained for each case. Fully passivated dots with all dangling bonds saturated have 
no surface states in the fiindamental band gap and all near-band-edge states are quantum- 
confined internal states. When only surface cations are passivated, an anion-derived surface state 
band and a band of backbonded surface states exist near the valence band edge. When only 
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surface anions arc passivated, a broad band of mixed surface/internal states exists between the 
conduction band edge and the onset of internal states. The energy of the lowest strong optical 
transition is determined mostly by the energy of the lowest internal conduction state. Incomplete 
passivation of dangling bonds can push this level well above the energy for fully passivated dots 
or down to the conduction band edge. Because of this strong sensitivity to passivation, explicit 
models for surface effects are necessary for precise descriptions of the lowest internal states. 
Capping the CdS dot with more than two monolayers of ZnS significantly reduces the influence 
of the surface on the internal electronic states and optical properties. 
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Influence of the Network Geometry on Electron Transport in Nanoparticle Networks 
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ABSTRACT 

Computer simulations are applied to understand the influence of network geometry on the 
electron transport dynamics in random nanoparticle networks, and the predicted results are 
compared with those measured in one class of random nanoparticle networks: dye-sensitized 
nanocrystalline Ti02 solar cells. The model is applicable to all classes of random nanoparticle 
networks, such as highly disordered quantum dot arrays. The random nanoparticle networks are 
simulated by the step-wise condensation of a diffusion-limited aggregate. The fractal dimension 
of the nanoparticle films was estimated from the simulations to be 2.28, which is in quantitative 
agreement with gas-sorption measurements of TiOa nanoparticle films. Electron transport on the 
computer-generated networks is simulated by random walk. The experimental measurements and 
random-walk simulations are found to be in quantitative agreement. For both a power-law 
dependence of the electron diffusion coefficient D on the film porosity P is found as described 
by the relation: D <>= I P-P^ f'. This power-law relation can also be derived from percolation 
theory, although only quahtatively. The critical porosity Pc (percolation threshold) and the 
conductivity exponent /i are found to be 0.76 ± 0.01 and 0.82 ± 0.05, respectively. It is estimated 
that during their respective transit through 50 and 75% porous lO-pm thick films as employed in 
the dye-cell, the average number of particles visited by electrons increases by lO-fold, from 10 
to lO'. 

INTRODUCTION 

Electron transport in mesoporous semiconductors has generally been modeled from the 
perspective that network topology has no influence on electron transport [1-5]. It is typically 
assumed that transport is only trap limited and that electrons diffuse in three dimensions, 
restricted only by the macroscopic dimensions of the film and electrostatic interaction with the 
electrolyte (ambipolar diffusion [6]). A recent study has shown, however, that there is a strong 
relation between the fihn porosity and the average coordination number of particles in a network 
[7]. An important implication of this study is that film morphology can affect the path length of 
electrons in the film. It has also been reported that the number of interconnects between particles 
[8] and the extent of overlap between neighboring particles [9] influence the electron transport 
rate. A comparison between real and simulated films suggest that real nanoparticle film can be 
accurately depicted as a random network with a random number of interconnections at each 
particle, which may be likened to a "hub" [7,10]. 

In this paper, we highhght a recent study [10] that describes the first clear evidence that the 
network geometry strongly influences the electron transport dynamics in mesoporous TiOa 
nanoparticle films and show that percolation theory accounts very well for the results. The 
electron transport dynamics was modeled using simulated mesoporous random nanoparticle 
films and the random-walk approach. Diffusion (random walk) in such networks can be 
described in terms of percolation theory, which predicts a power-law dependence (exponent //) 
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of the diffusion coefficient on the difference between the film porosity (P) and some critical 
porosity (Pc). 

Doc\p^-P\" (1) 

EXPERIMENTAL DETAILS 

Ti02 nanoparticles were prepared and analyzed as described elsewhere [7,11]. The 
preparation method yields exclusively anatase TiOi with a narrow size distribution centered at a 
particle diameter of 19 nni. The porosity was varied by changing the wt % ratio of polyethylene 
glycol-to-Ti02 in a paste. The resulting paste was spread on top of a conducting glass plate, 
which was used as the substrate for the deposited films. The TiOa covered glass was sintered in 
air to 450 °C for 30 minutes and then allowed to cool. The preparation method produced crack- 
free films with porosities ranging from 52-71% [10]. Subsequently, the Ti02 electrodes were 
•stained with Ru[LL'(NCS)2] (L = 2,2'-bypyridyl-4,4'-dicarboxylic acid, L' = 2,2'-bipyridyl- 
4,4'-ditetrabutylammoniumcarboxylate). Semitransparent counter electrodes were conducting 
glass plates coated with a thin Pi layer. The cells were filled with methoxypropionitrile 
containing either 0.8 M l-hexyl-2,3-dimethylimidazolium iodide (C6DMII) with 50 mM iodine 
or 0.8 M tetrabutylammonium iodide (TBAI) with 50 mM iodine. 

The surface area, porosity, and surface fractal dimensions of each film were determined with 
a high-speed gas sorption surface and pore-size analyzer. Fihn morphology was examined by 
field emission scanning electron microscopy (SEM). The thickness of the films was measured 
with a profilometer. The cells were probed with a weak laser pulse at 532 nm (10 ns pulse 
duration) superimposed on a relatively large, background (bias) illumination at 680 nm. From the 
results of the transient measurements, the diffusion coefficient of electrons D was determined 
using the equation [5]: D = d^/(235T), where ris the rime constant, corresponding to the 
exponential (long-time) decay of the transient photocurrent signal, d is the film thickness, and the 
factor 2.35 arises from the geometry of the diffusion problem. To a very good approximation, the 
ambipolar diffusion coefficient is the same as the diffusion coefficient of electrons in the 
mesoporous network [6]. From the measurement of rand the short-circuit photocurrent density 
y.sc at different (bias) light intensities, the photocarrier density A' was estimated with the relation: 
A^ = J^f.Tl{q^.d{\ - P)), where qc is the unit of charge of an electron. 

In simulating mesoporous films, the particles were placed at random locations inside a box 
after which their positions were optimized by performing a Brownian motion of all particles until 
each particle was in contact with at least one other particle, and there was minimal overiap 
between the particles. Following this step, the box was contracted stepwise to the desired 
porosity. At each step, the positions of the particles were optimized. Sintering of the films was 
simulated by requiring that the distance between two particles in contact be slightly less than 
twice their radii. At the boundaries of the box, the simulation was wrapped around so that larger 
films could be formed by repeating the particle coordinates. The resulting simulated films 
display the same pore size distribution as experimental films [7]. Full calcularions for a 200 x 
200 X 200 particle radii box take a few minutes to a few hours depending on the particle density. 
The interconnectedness of a nanoparticle network was evaluated by determining for each particle 
the number of its neighbors within 2 particle radii of it. Random-walk simularions for electron 
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transport were performed using the simulated films as the matrix through which electrons travel. 
The boxes used for the simulations were 200 particle radii along each of their edges. For an 
average particle radius of 10 nm, this box corresponds to 2 |iin along its edge. In the random 
walk simulations, electrons were placed on a random particle of the largest cluster in the fikn 
(typically, the infinite cluster) and were allowed to perform a random walk of a fixed number of 
steps (typically, lO' steps). The simulated film was repeated in all three dimensions to create an 
infinitely large simulation volume. The distance that the electron travels from its origin was then 
recorded and averaged over many electrons. From diffusion theory, the root-mean-square- 
average displacement R scales with the diffusion coefficient D and time t using the relation: 
R' = 6Dt. Assuming that the average residence time of electrons tr for the particles visited is 
independent of film porosity, the time t is proportional to the total number of interparticle steps. 
From the simulations, information about the number of particles through which each electron 
must travel from its point of origin in the box to its final destination can be assessed. 

RESULTS AND DISCUSSION 

Figure 1 shows the cluster radius dependence on the cluster size at the percolation limit for a 
simulated film. The radius of the clusters is the average distance between two particles on the 
cluster. The cluster size refers to the number of particles in a cluster. The fractal dimension of the 
clusters A was determined to be 2.28, which is the same value determined by gas-sorption 
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Figure 1. Dependence of cluster radius /fs on cluster size s for a simulated film of porosity P = 
0.775 and I =200; r is the particle radius. The solid line is a fit to R^ « i'°< with Df = 2.28. The 
dashed line corresponds to Df = 3. 

measurements, indicating that the simulated films have the same pore (shape) morphology and 
connectivity as actual nanoparticle films. Similarly, the simulated and real films display the same 
pore-sized distributions [7], providing further evidence that simulated films have the same basic 
structure as actual nanoparticle films. 
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Figure 2 shows the distribution of the coordination numbers of the particles for film porosities 
ranging from 0.5-0.8. It can be seen that the distribution of coordination numbers is broad and 
approximately Gaussian (dashed line) in accordance with a random fluctuation of the particle 
density. The films cannot, however, be described accurately as a purely random fluctuation of 
particle density. If the particles were distributed completely randomly, one would expect that the 
average coordination number CN dependence on the porosity for a homogeneous film would be 
given by the relation: CA? = 8(1 - P) [10]. The actual coordination number dependence on the 
porosity (inset of figure 2) is, however, slightly higher than that predicted for a homogeneous 
film and is better described by the power-law relation: 8.16(1 - />)°-*". This difference is 
attributed to the attractive force between the particles that causes them to "clump" together, 
resulting in a larger particle density around any particle than the mean value for a homogeneous 
film. 

Porosity 

0.50       0.60      0.70      0.8 

///A\\\ 

Number of neighbors (N) 

Figure 2. Dependence of the distribution of particle coordination numbers of simulated Ti02 
films on porosity. The dashed line represents a Gaussian fit of the data at P = 0.5. The inset 
shows the average coordination number as a function of film porosity. The solid Une in the inset 
is a fit to a power-law variation of this relation: CN = A (l-Pf, where the values of the fit 
parameters arc A = 8.16 and y = 0.839. 

Figure 3 compares the porosity dependence of the diffusion coefficient determined from 
random walk simulations and measurements for two redox electrolytes at a fixed photocharge 
density. It can be seen that the simulations describe the measurements accurately and that both 
measurements and simulations are described by the same power-law relation (equation 1). The 
diffusion coefficient decreases by a factor of 10 between 50% and 75% porosity. It is estimated 
that during their respective transit through 50 and 75% porous 10-pm thick films of 20 nm 
particles, the average number of particles visited by electrons increases by 10-fold, from 10 to 
lO', indicating that with higher porosity films the electron transport pathway becomes longer, 
even though there are less particles present per volume area. From the fits of equation 1 to the 
simulations, it follows that P^ = 0.76 ± 0.01 and jU = 0.82 + 0.05. 
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Figure 3. Comparison of the porosity dependence of the diffusion coefficient between the 
simulations (A) and measurements (•, O) for a photocharge density of lO" cm"' for two redox 
electrolytes. Pc is obtained from the fits of equation 1 to the simulation data. Solid lines are fits 
to equation 1 for fixed values of Pc = 0.76 and Y= 0.81. The simulations are scaled for 
comparison with the experimental data. 

Figure 3 also shows that the cation used in conjunction with iodide in the electrolyte 
influences the magnitude of the electron diffusion coefficient. The rate of transport is larger in 
the presence of TBA"'-based electrolyte than in the case of the C6DMf-based electrolyte, 
suggesting that the two cations interact differently with the TiOa surface. 

CONCLUSIONS 

Photocurrent transient measurements combined with computer simulations provide the first 
clear evidence that the network geometry strongly influences electron transport dynamics in 
mesoporous Ti02 films used in dye-sensitized solar cells. The film porosity was varied 
experimentally from 52 to 71%. Transport was modeled using simulated mesoporous TiOz films, 
consisting of a random nanoparticle network, and the random-walk approach. The electron 
diffusion pathway through the network distribution was correlated with the film porosity and the 
interparticle coordination numbers. Both the experimental measurements and simulations of 
electron transport are described very well hy percolation theory. Increasing the film porosity is 
shown to shift the distribution of particle coordination numbers to lower values, which leads to a 
more tortuous and extended pathway for electrons during their passage through a film. The 
number of particles visited by electrons during their transit through a film increases with 
increased the film porosity. 
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ABSTRACT 

Information about quantum dot (QD) asymmetry is derived by analyzing the polarization 
properties of the time-integrated four wave mixing (FWM) signal. The lowering of QD 
symmetry results in the splitting of bright J= +/-1 exciton states. This causes the polarization 
oscillation of circularly excited excitons between these two split states. In a QD ensemble with a 
random distribution in the exciton level splitting, this results in the decay of the difference in 
FWM signals observed in scattering of CT" and c^ polarized light on the population grating 
created by two a'*^ pulses, the decay time reflecting the degree of QD asymmetry. We have 
investigated the decay time of the difference in two polarized signals for quantum dots of equal 
size, grown in a glass matrix under different conditions. Increasing growth temperature and 
decreasing growth time lead to lowering of QD symmetry. We discuss this experimental result in 
terms of kinetics of nanoparticle growth in glass. 

INTRODUCTION 

During the last decade, semiconductor nanocrystals (NC's) or quantum dots (QD's) have 
attracted much attention due to the range of novel physical properties observed in the quantum 
confinement regime for carriers. Recently, spin-dependent effects in QD's have become a focus 
of particular interest due to possible applications utilizing the storage of spins in quantum 
computing [1]. It has been shovra theoretically [2] and experimentally [3], that in the quantum 
confinement regime, spin relaxation can exhibit very long decay time in comparison with carrier 
depopulation. 

Due to quantum confinement, the electron-hole interaction plays a very important role in all 
processes in QD's. In particular, in CdS and CdSe QD's, the lowest exciton state, formed by 
electron and hole with total spin J=l/2 and 3/2 respectively, splits by e-h exchange interaction 
into a set of states with J=0, 1, and 2 [4]. When spherical symmetry is broken, the lowest 
optically active state (spin doublet with J=l) splits into two states that are active in mutually 
orthogonal linear polarizations [5]. In the time-integrated four wave mixing (TI FWM) 
experiment, it causes in the appearance of a strong FWM-signal in the scattering of a cr" 
circularly polarized beam on the grating created by two cr"^ polarized beams (such scattering is 
forbidden in a non-interacting oscillator model). In Ref [6] it has been shown that the 
appearance of the forbidden signal is associated with a strong exciton-exciton coupling in the QD 
and with the inhomogeneous exciton spin dephasing due to a random exchange splitting of the 
J=l exciton state, originating from the lowered QD symmetry. Thus, exciton spin dephasing can 
be used as a measure of QD asymmetry. 

In this paper, we present the results of TI FWM experiment on investigation of exciton spin 
dephasing dynamics in CdSe QD's embedded in glass matrix. We have demonstrated strong 
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dependence of the exciton spin dephasing time on QD growth conditions for the QD's of the 
equal size. We discuss the observed asymmetry in terms of the kinetics of QD's growth. 

EXPERIMENTAL DETAILS 

Samples were prepared from commercial RG695 filter glass from Schott Glass Technologies. 
As-received RG695 glass was melted at lOSO^C to dissolve particles and heat-treated after 
quench to grow QD's of different size (1.2-4 nm in radius). (For details about the preparation 
of similar samples see Ref [7]). In the remainder of this letter we will discuss 1 pair of samples 
with an average particle size <R> = 1.3 nm. The first sample was heat treated for 280 hours at 
590"C (we will call it the "slow-growth" sample) and the second one was treated for 2 hours at 
65(fC (we will call it the "fast-growth" sample). 

In our TI FWM experiment, we use three laser pulses of 70 fs in duration with the wave 
vectors ki, k2 and kj. The first two pulses ki and k2 interact simultaneously (tai = ta - ti = 0) with 
the sample, preparing a transient population grating. The third pulse kj is delayed in time tsi = t} 
-1| relative to the two time coincident pulses ki and kj in order to interrogate the dynamics of 
the transient population. The transient grating signal ks, scatters in the phase matched direction, 
ks = -ki -i-k2 + kj. The laser system used to generate the femtosecond pulses is described in detail 
in Ref [8]. Essential for the experiments presented here was the use of fully circular polarised 
laser pulses, which was achieved by placing quarter wave plates into the path of each of the three 
lasers kj, ki and kj, and the FWM signal ks. The sample was mounted in an optical cryostat and 
kept at a temperature of 10 K. All three laser pulses had the same wavelength lying in the range 
of ISc-lSh transition as shown in Fig.l absorption spectra. Note, that the sizes of the QD's we 
are working with are defined by the laser wavelength rather than the peak of the absorption 
curve. 

o 
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/280h@590C 
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V^-a^ev   / 

100 

0 

/                             , ' ' '2h@650C 

2.5 3.0 

Energy (eV) 

Fig.l. Optical absorption spectra of the 2 samples. Both samples have a maximum of the 
absorption peak near 2.45 eV; samples were heat treated 280 hrs at 590''C ("slow-growth") and 2 
hrs at eSO'C ("fast-growth"). The arrow indicates the energy position Epi, of laser excitation. For 
both samples Epi, = 2.37 eV and corresponds to QD size R = 1.3 nm. 
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As it was mentioned above, in CdSe QD, in the case of lowered QD symmetry, the lowest 
exciton state splits by e-h exchange interaction into two states optically active in mutually 
orthogonal linear polarizations [5]. Thus two a'^ polarized beams ki and kj create a density 
grating in both states, and both a* and a' kj beams can be scattered on those gratings [6]. The 
scattered kj beam contains both CT"^ and CT" components. In our experiment, we always create the 
population grating with two a* ki and kz polarized beams. The kj beam was either a"^ polarized 
(in this case we recorded the a* polarized component of ks signal), or G~ polarized (in this case 
we recorded the cr" polarized component of ks). We analyze dynamics of the sum (a^ + a') and 
the difference (a* - CT~) of CT* and c" components of the ks beam. The sum (cr'^ + a") reflects the 
population dynamics. As it was shown in Ref 6, the difference (a* - o') reflects the exciton spin 
dephasing processes: the splitting A of the J=l exciton state causes spin precession with a rate 
A/2nti; in a QD ensemble with a random distribution in the exciton level splitting, this results in 

the decay of the difference in FWM signals observed in scattering of a"^ and o" polarized light. 
Thus temporal behavior of difference (CT"^ - a") characterizes the dynamics of exciton spin 
dephasing. 

Fig.2 shows the population dynamics for the two samples. It is clear that the occupation 
decay rate is the same for both particle growth conditions. (We have observed that the 
population decay time is a strong function of particle size however.) At the same time, exciton 
spin dephasing dynamics drastically depends on growth conditions. Fig. 3 displays temporal 
behavior of the difference (CT* - o~). Occupation dynamics {G* + a') is shown for reference. 
Symbols correspond to experimental data, solid lines - deconvolution. The sample which was 
grown at higher temperature for shorter time ("fast-growth") demonstrates much shorter decay 
time of difference (a* - a"), than the sample grown at lower temperature for longer time ("slow- 
growth"). 
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"to     ^„4 c 10 

lo-" 

CT*+CT" 

■ 

■    280h@590C   . 
n    2h@650C 

jT*= 0.28 ps 

□ 

^^ 
1 

■?,   , t                     1                     1                     •                     1                     L      
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Figure 2. Decay curves of sum CT* and a' polarized FWM signals, scattered on the grating, 
created by 2 CT*-polarized pulses. Empty squares correspond to "fast-growth" sample, dark 
squares - "fast-growth" sample. 
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R = 1.3nm 

0.0 0.5 1.0 1.5 2.0 

Delay Time t^^ (ps) 

Figure 3. Decay curves of difference of CT* and a"-poIarized FWM signals, scattered on the 
grating, created by 2 a* polarized pulses. Empty squares correspond to "slow-growth" sample, 
dark squares - "fast-growth" sample. Solid curves - deconvolution. Triangles correspond to sum 
(CT"^ + G') - for reference. 

For the "slow-growth" sample (Fig.3), deconvolution gives the decay time of the difference 
(a* - a") x~=0.20 ps. To estimate an exciton spin dephasing time x'*'^'''', we have to take into 
account a depopulation rate I/T'^ at that time interval: r*'* = r*r"/(r* - r"), where x* 
corresponds to decay time of the sum (a* + G'), X'^=0.28 ps. According to this procedure, 
^dcph^Q^Q pg PQJ. j|.|g "fast-growth" sample x" is shorter than our time resolution, so, we can tell 

only, that x'"''''<0.07 ps. 

DISCUSSION 

Asymmetiy in CdSe nanoparticles might arise from different sources, including: actual shape 
variation from sphericity, crystal defects such as defect planes, or point defects. All of these 
defects can arise from growth variations. 

The crystalline quality of a nanocrystal is related to three physical effects: 1) entropy-induced 
disorder and 2) defects and roughness due to kinetic limitations, or 3) energy differences 
between crystallite facets. We believe that kinetics plays an important role in the formation of 
defects in CdSe in glass. 

If the lowest energy state of a crystallite involves symmetric facets with smooth surfaces, 
then it is prevented from achieving that state if diffusion and relaxation are slow compared to the 
rate of arrival of atoms to the growth surface. If we assume that crystals grow by diffusion- 
limited growth from infinitesimal seeds, then we can estimate the growth rate for our samples at 
a particular size (results of estimation are summarized in Table 1). The rate of diffusion and 
relaxation for atoms within the crystallite is activated with energy 2.7 eV [9]. One can suppose, 
that the degree of crystal quality or structural symmetry is proportional to diffusion rate and 
proportional to the time to grow the last crystal layer. Under such supposition, we can introduce 
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a parameter we have called "quality coefficient" Q which is proportional to diffiision rate and 
proportional to the growth time for the last layer of the crystallite. We set Q arbitrarily to 1 for 
our lower temperature "slow-growth" sample and scaled it for the other sample. The inverse of 
the quality coefficient (1/Q) reflects the degree of QD asymmetry. 

Table 1. Growth parameters and experimental spin splitting. (See text). 

R 

(nm) 

Growth 
time 
(hrs) 

Growth 
temperature 

(K) 

Time to grow 
last layer 

(hrs) 

Diffiision 
scaling factor 

Quality 
coefficient 

Q 

1/Q A 

(meV) 
1.3 280 890 116 3.22*10-" 1 1 2 
1.3 2 950 0.83 2.65* lO'" 0.059 17 >20 

In Table 1 the data to calculate Q are summarized. Time to grow the last crystal layer was 
calculated taking into account, that in growth process the QD size increases as the square root of 
the growth time. The diffusion scaling factor was estimated using D = Doexp(-2.7[eV]/kT). The 
splitting A of the J=l exciton state was estimated from the exciton spin dephasing time x''^'', 

The "fast-growth" sample has much larger 1/Q, than the "slow-growth" sample, consistent 
with increased splitting for the "fast-growth" sample. We can give only a lower bound of A for 
this sample (because the dephasing time is shorter than our time resolution). The A for the 
"slow-growth" sample is more than ten times smaller. This ratio corresponds very well to the 
ratio of 1/Q for these two samples. 

CONCLUSION 

We have investigated the exciton spin dephasing time in CdSe QD's grown in a glass matrix 
by studying of the polarization properties of TI-FWM signal. From the dephasing time, we 
deduce that asymmetry-induced splitting is 2 meV for 1.3 nm radius particles that were grown 
slowly and > 20 meV for particles that were grown rapidly. This splitting correlates with a 
structural quality coefficient Q, which is related to the diffusion speed and the growth rate of the 
nanoparticles. Future studies will address the effects of asymmetry for other particle sizes as 
well as for a wider range of growth conditions 
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ABSTRACT 

The effect of doping on the electron transport dynamics and recombination kinetics in dye- 
sensitized solar cells was investigated. A simple electrochemical method was developed to dope 
Ti02 nanoparticle films with Li. Increasing the doping levels is found to slow electron diffusion. 
The electron diffusion time exhibits a light intensity dependence at all doping levels consistent 
with a multiple electron-trapping model involving native and doping-induced traps. Importantly, 
the diffusion time and recombination lifetime of photocarriers are observed to increase in unison 
with increased doping. This is the first observation that electron diffiision limits recombination 
with the redox electrolyte under normal working conditions of the dye cell. A model is presented 
that accounts for the observation. The implications of this mechanism on cell performance are 
also discussed. 

INTRODUCTION 

Since its discovery in 1991 [1], dye-sensitized nanocrystalline Ti02 solar cells have received 
much attention because of their low cost and high efficiency [2,3]. A dye-sensitized solar cell 
typically consists of a highly porous film composed of sintered Ti02 crystallites of 20 nm 
diameter sandwiched between a collecting F:Sn02 electrode and a Pt counter electrode. The 
pores are filled with an electrolyte containing a redox couple, typically Ij /I". Dye sensitization at 
distributed Ti02/redox electrolyte interfaces provides an efficient means of light harvesting and 
charge separation: the photoexcited dye molecule injects an electron into the conduction band of 
Ti02 and a hole into the redox electrolyte solution. Owing to the screening of the macroscopic 
electric fields by the high ionic strength electrolyte, electron transport in Ti02 occurs by 
diffusion [4]. Diffusion of photocarriers is ambipolar [5], involving the electrostatic coupling of 
the electron and ion motion. At light intensities up to 1 sun, the injected electron density in Ti02 
is orders of magnitude lower then the ion density in the electrolyte such that the ambipolar 
diffusion coefficient essentially equals the electron diffusion coefficient [5]. 

Recombination in the conventional dye-sensitized solar cell has been accounted for in terms 
of the following mechanism [6]: 

i3^i2+r (1) 
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ij+e-4r; (2) 

2i;-->r3+r (3) 

Triiodide ions in solution are assumed to be in equilibrium with molecular iodine on the Ti02 
surface (reaction 1) [7], which reacts with photoinjected electrons (reaction 2). The resulting 
iodine radical anion (12) undergoes dismutation (reaction 3) [6], An alternative to reaction 3 has 
been proposed [8] but will not be discussed in this paper. 

The main focus of the present work is on reaction 2. Taking the equilibrium constant of 
reaction 1 to be lO"'" mol/cm^ [8], the density of I2 is estimated to be lO" cm'' [9]. Assuming a 
Ti02 nanopailiclc density of 2xl0'^ cm"' in the film [10], one can estimate that there is one 
potential h recombination site for every 2x10'' nanoparticles. This means that an electron must 
traverse 2x10^* nanoparticles on average before encountering a potential recombination site. 
Considering the rarity of encountering a recombination site, it is plausible that reaction 2 is 
limited by the rate of electron transport through the nanoparticle film. The aim of this paper is to 
investigate this possibility. We will show that the recombination of photocarriers is indeed 
limited by electron diffusion. A causal link is found between transport and recombination when 
Ti02 is doped electrochemically with Li. 

EXPERIMENTAL DETAILS 

Ti02 nanoparticle films were deposited onto F:Sn02 coated glass as detailed elsewhere [9]. 
Ti02 films were doped electrochemically with Li [9]. The electrochemical cell consisted of a 
Ti02 nanoparticle film as the working electrode, a Ag/AgCl wire as the reference electrode, and 
a Pi foil as the counter electrode. The electrolyte was 0.5 M LiC104 in ethanol. Lithium is known 
to intercalate into Ti02 films with applied bias according to the reaction [11,12]: 

TiOj + xe + xU^ -> LiJiOj (4) 

Although reaction 4 is normally considered to be reversible [11], under some circumstances, a 
small residual amount of Li remains in the film after an intercalation/deintercalation cycle 
[12,13]. The density of residual Li increases with increasing number of cycles and with the 
maximum voltage of the scan [12]. A qualitative comparison of the amount of intercalated Li 
concentration as a function of the number of cycles was made. Doped and nondoped Ti02 films 
were sensitized overnight in dye solution [9] and subsequently assembled in solar cells. The cells 
were filled with 0.5 iVI l-hexyl-2,3-dimethylimidazolium iodide (C6DMII)/0.05 M I2 in 
methoxypropionitrile. 

Photocurrent transients of nonsensitized fihns were measured in the same three-electrode cell 
arrangement used for Li intercalation. The photocarriers were excited by pulses from a N2 laser 
(337 nm) incident on the outermost surface of the Ti02 film. The sensitized cells were probed 
with a weak laser pulse at 532 nm superimposed on a relatively large, background (bias) 
illumination at 680 nm at short circuit and open circuit. From the short-circuit photocurrent 
transient measurements, information about the characteristic time Tc, which represents the 
collection (or diffusion) time of electrons [14], was extracted from the exponential decay signal 
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at long time following the probe pulse [14]. Similarly, the characteristic photovoltage transient 
decay at open circuit yielded information about the recombination lifetime of photocarriers TR 

[9]. 

EXPERIMENTAL RESULTS 

Figure 1 shows UV photocurrent transients of a nonsensitized TiOi fihn that was subject to 
several consecutive Li intercalation-deintercalation cycles. The peak in the transients at short 
times represents carriers generated near the substrate by the portion of the probe light reflected at 
the F:Sn02 surface. The peaks at later times correspond to the arrival of the main packet of 
electrons generated at the outermost region of the film. Figure 1 shows that with increased Li 
insertion, the arrival times of electrons increase dramatically. 

Figure 1. Photocurrent transients of a 
nonsensitized Ti02 fihn under 337nm 
laser pulses, immediately after cell 
assembly (initial), and after 1,4 and 7 
intercalation-deintercalation cycles. 
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The left panel of Figure 2 shows the dependence of the electron diffusion time on bias Hght 
intensity, represented by the short circuit photocurrent Jsc, for sensitized cells containing 
nondoped and doped films. Increased doping is seen to increase the electron diffusion time, 
especially at low hght intensities. A power-law dependence between Tc and Jsc is observed at all 
doping levels although the logarithmic slope ranges from -0.55 for the nondoped fihn to -0.82 
for the most heavily doped fihn. 

The corresponding recombination times versus short circuit photocurrent density for the same 
cells are shown in the right panel of Figure 2. The increase in collection time is followed by a 
comparable increase in recombination time. 

DISCUSSION 

Optical absorption measurements have confirmed that Li intercalation-deintercalation cycles 
introduce a density of residual Li in the Ti02 fihn [9]. Therefore, the photocurrent transients in 
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Figure 1 suggest that increasing the residual Li density in the T1O2 film causes an increase in the 
collection time of electrons. The power law dependence of the diffusion time on short circuit 
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Figure 2. Characteristic times for collection (Xc - left panel) and recombination (XR - right 
panel) for dye sensitized solar cells with nondopcd (circles) and doped (squares and triangles) 
Ti02 films. The triangles represent the most heavily doped film. All fikns had the same 
thickness. The lines are power-law fits to the data. 

photocurrent density, commonly observed in these cells [5], is usually attributed to the presence 
of an exponential distribution of traps adjacent to the conduction band [5,14]. In this model, 
electrons undergo many trapping and detrapping events in transit to the collecting substrate [14]. 
With increased bias light intensity, trap levels fill and the quasi-Fermi level moves closer to the 
conduction band. Correspondingly, the detrapping dmes for traps in the vicinity of the quasi- 
Fermi level become shorter, resulting in faster tran.sport. This model predicts that t^ °^Jsc' 
where a = j^,mc is the width of the trap state distribution [5,9,14], Tis the temperamre, and k is 

the Boltzmann's constant. Within the framework of this model, a change in slope (or-l) from - 
0.55 (nondoped sample) to -0.82 (highly doped sample) implies that m, increases from 55 meV 
to 138 meV. An exponential trap density is usually ascribed to disorder [15]. Therefore, the 
widening of the trap state distribution is attributed to increased disorder caused by randomly 
placed Li atoms in the material [9]. 

Assuming that Li-induced traps only alter the diffusion kinetics and do not affect the 
interfacial electron transfer to the electrolyte, the causal link between the collection (diffusion) of 
electrons and recombination, as depicted by the characteristic times displayed in Figure 2, is 
attributed to transport limited recombination. Trap-limited recombination has been observed in 
cells without a redox couple, where the electron can only recombine with an oxidized adsorbed 
dye molecule [16]. The present study establishes for the first time that transport limits 
recombination in fully functional dye-sensitized solar cells. 

A transport-limited recombination mechanism explains a number of observations. From 
reactions 1 and 2, the rate of recombination R is given by 
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K,L^^N (5) M"-2 
[I": 

where [I3] and [I] are the concentrations of the redox couple and N is the electron density in the 
film. Following the arguments presented in the Introduction, we propose that reaction 2 is limited 
by the ability of the electron to find an I2 site. For this situation, ^2 is proportional to the electron 
diffusion coefficient D, which is inversely proportional to the diffusion time To The 
recombination lifetime TK, defined by the pseudo-first order kinetics equation R=N/rii, can be 
written with the aid of equation 5 as 

r   = —ccl/Koc]/Do=r (6) 
"    R        ' 

Equation 6 describes the connection between the recombination Ufetime and the diffusion time 
of electrons in T1O2 films. It can be shown that the diffusion-limited recombination model 
preserves the nonlinear dependence of the recombination rate on electron density N [7] via the 
dependence of the diffusion time on A'^ [5,14]. 

Because Li is commonly used in the electrolyte of dye-sensitized Ti02 solar cells, we 
explored whether Li insertion occurs under normal light intensity (AM 1.5) in a working cell at 
open circuit. It was found that, in the presence of a Li containing electrolyte, photocharge- 
induced Li intercalation occurs in dye-sensitized Ti02 fihns. A comparable increase in diffusion 
and recombination times was observed as a function of photocharge-induced Li doping levels 
resulting from consecutive increasing illumination intervals [9]. 

The photovoltaic properties of the cell are largely unaffected by Li doping because doping 
leaves the ratio TC/TR, and therefore the charge collection efficiency [17], almost unchanged 
(equation 6). The latter determines the short circuit photocurrent. The rate of recombination 
(equation 5) at 1 sun light intensity is expected to change very Uttle because the diffusion time, 
and accordingly, the rate constant k2, display only minor changes with doping (figure 2) at high 
light intensities. Therefore, the open circuit voltage of the cell [6,7] at 1 sun light intensity is 
predicted to remain almost constant with doping. These predictions have been verified by 
experiments [9]. 

CONCLUSIONS 

Electrochemical doping of Ti02 nanopartlcle films with Li increases the collection time of 
photoinduced electrons in both nonsensitized and dye sensitized films. Evidence is presented for 
transport-Umited recombination in working dye-sensitized solar cells, and a mechanism is 
proposed. Because the transport and recombination times change to the same extent with Li 
doping, they do not have a significant effect on the photovoltaic properties of the cell. 
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Abstract 

During the past few decades, the density of magnetic storage has been improved considerably 

To increase the storage capacity, it is necessary to reduce the size of magnetic grains. However, 

as the domain size decreases, their thermal stabiUty will also decrease, which results in the loss 

of magnetization. To overcome the limit imposed by such superparamagnetic behavior, lots of 

recent research attentions have been focused on the patterned magnetic media. To maximize the 

storage density, it is preferable to create periodical magnetic patterns, in which single-domain 

magnetic dots are well separated from each other. In this experiment, we have utilized 

nanosphere lithography to create large-area well-ordered two dimension arrays of permalloy 

(Ni8oFe2o) nanoparticles. Nanosphere lithography is an inexpensive, simple, parallel, and high 

throughput fabrication technique. We have employed monodisperse polystyrene beads with 

diameter of 650, 560,440, 350,280 nm to fabricate triangle-shaped permalloy (Ni8oFe2o) 

nano-arrays with lateral dimension in the region of 170-90 nm, and thickness in the region of 

10-50 nm. The magnetic behavior of these triangle-shaped nanomagnet arrays have been 

investigated by longitudinal magnetic optic Kerr effect (LMOKE) and magnetic force 

micro.scopy (MFM). It was found that the coercivity of the permalloy nanoparticle arrays 

increases with decreasing the thickness of the nanoparticle. This can be attributed to the interface 

effect between the arrays and the substrate. 

Introduction 

Patterning materials with nanometer resolution has attracted a lot of research attention, because 

these patterned materials have exhibited various novel optical[l], magnetic[2], catalytic[3] and 

electric transport [4] properties.    In order to utilize these noble properties, it requires systematic 

investigation of the size dependent properties of nano-patterned materials.   Therefore, it is very 

important to develop inexpensive, large-scale nanofabrication techniques for the study of size 

dependent behavior.   To produce nanostructures with satisfactory size control in the sub-100 
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nm region, e-beam lithography is the most popular method.    However, it is not practical to 

employ e-beam lithography for large-scale fabrication.    Self-organization process, on the other 

hand, provides an alternative approach to fabricate large-area nanostructures with sufficient size 

control [5].   It has been demonstrated that both two-dimensional [6-11] and three-dimensional 

[12-14] crystalline strucmres can be obtained on the substrate surfaces using monodispersed 

colloid solutions.   These crystalline structures can then be used as the templates to produce 

patterned materials [15-16]. 

Among various noble properties of nano-pattemed materials, patterned magnetic structures 

at nanometer scale has drawn lots of research attention recently, because of their potential 

applications in high-density data storage. As the lateral dimension of magnetic films reduces to 

some internal characteristic length of magnets, the size and shape of magnets may have strong 

influence on their magnetic properties because geometric restriction controls the balance 

between exchange field and demagnetization field.    Here we report the fabrication of 

size-controlled nanomagnet arrays by a simple approach: nanosphere lithography.    Nanosphere 

lithography, a simple, parallel process, utilizes monodispersed polystyrene beads to form large 

scale close packed structures on the substrate surface.    These close packed patterns are then 

served as deposition masks.    Various materials can be deposited into the interstice spacing 

among polystyrene beads via evaporation or sputtering.    After removing the polystyrene beads, 

well-ordered aiTays of triangle shaped islands are formed on the substrate surface.    The size 

control of the nanostructure can be achieved by selecting the size of polystyrene beads.    The 

area covered with nanomagnet arrays can be as large as 1 cm^, which makes it easy to utilize 

conventional magnetic optical Kerr effect (MOKE) instruments to investigate their magnetic 

behavior. 

In this study, we have employed monodisperse polystyrene beads with diameter of 650, 560, 

440, 350, 280 nm to fabricate triangle-shape permalloy (Ni8oFe2o) nanomagnet arrays with lateral 

dimension in the region of 170-90 nm, and thickness in the region of 10-50 nm.    Depending on 

their concentration, polystyrene beads can form single-layer or double-layer close packed 

patterns.    The nanomagnets fabricated using single layer template exhibit triangle shape in 

hexagonal arrangement while double layer template produces smaller triangle nanomagnets with 

periodicity equal to the diameter of polystyrene beads. 

EXPERIMENT 
A typical fabrication procedure for nanomagnet arrays is to fill the interstice of the close 

packed polystyrene templates produced by nanosphere lithography.    The detail procedure of 

nanosphere lithography can be found in the literatures [5-7].    In short, N-doped silicon (100) 

wafers (Gredmann) were cut into several -1 cm^ pieces.    These silicon substrates were first 
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cleaned in piranha solution (3:1 concentrated H2SO4:30% H2O2) for 30 minutes and then rinsed 

repeatedly with ultrapure water (18.2 MOhms, Millipore Simplicity).   These substrates were 

further cleaned with acetone, and methanol before used. Monodisperse polystyrene beads of 

various diameters purchased from Bangs Laboratories, Inc. (Fishers, IN) were diluted in a 

solution of surfactant Triton X-100 (Aldrich) and methanol (1:400 by volume).    Polystyrene 

solution was then spin-cast on to siUcon substrates to form hexagonally close-packed 

two-dimensional colloidal crystals.    By adjusting the speed of spin-coater (800-3600 RPM) and 

the surfactant concentration, both single layer (SL) and double layer (DL) large-area (up to 1 

cm^) close packed structures have been obtained similar to those reported previously [5-7]. 

These two dimensional periodic nanosphere arrays were then used as the deposition templates. 

Thin films of permalloy (Ni8oFe2o) were deposited in a modified Consolidated Vacuum 

Corporation vapor deposition system with a base pressure of 10"' Torr. After deposition of 

permalloy, the polystyrene nanospheres were removed from substrate by CH2CI2 solution and 

sonicating for 1-4 min. 

To investigate the magnetic properties of nanomagnet arrays.    The samples prepared by 

nanosphere lithography were first examined by magnetic force microscope (MFM).    From the 

MFM image we can see the magnetic behavior of individual nanomagnet.    The overall 

magnetic behavior of these triangle-shaped nanomagnet arrays has also been studied by, 

longitudinal magnetic optical Kerr effect (LMOKE). 

RESULTS 
Fig. 1 shows the SEM images of the permalloy nanomagnet arrays formed by both single-layer 

and double-layer nanosphere lithography.    It can be clearly seen that both templates produce 

triangular shaped nanomagnets.    To investigate the magnetic behavior of individual 

nanomagnet, MFM was used.    Figure 2 show the AFM and MFM images of nanomagnet arrays 

using a single-layer 650 nm in diameter polystyrene template.    The lateral dimension of 

nanomagnets using 650 nm polystyrene beads was measured to be 170 nm.    From the MFM 

image it is clear that the magnetic dipole of triangular shaped nanomagnet is pointing toward the 

normal of the substrate.    To investigate the size-dependent magnetic behavior of nanomagnet 

arrays, nanomagnet arrays with different lateral dimension (170,150, 130, 110 and 90 nm) and 

thickness (10, 20, 30, 40 and 50 nm) were prepared and probed by LMOKE.    To remove the 

effect of thickness, array size and array filling factor, the LMOKE signals were normahzed in 

height.   Figure 3 shows the result of LMOKE measurement.   One thing worth of mentioning 

was that for the nanomagnets fabricated using single layer 350 nm polystyrene beads, the 

measured He varied from 10 to 120 Oe, as the thickness decreased from 40 nm to 20 nm.    For 

samples with the same thickness, it was observed that the coercivity was unchanged even the 
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amplitude of the LMOKE signal was varied due to ration.    Two general trends were observed 

from LMOKE measurements: first, as the size of nanomagnets decreases, the coercivity 

increases.    Second, the coercivity of the triangle shaped nanomagnets decreases as thickness of 

permalloy increases. 

Figure 1: SEM images of nanomagnet arrays formed by single-layer (left) and double-layer 

(right) nanosphere lithography using polystyrene with diameter of 280 nm. 

4B. 

law    ZBBfl M 

Figure 2: AFM and MEM images of nanomagnet arrays formed by single-layer nanosphere 

lithography using polystyrene with diameter of 650 nm. The thickness of Ni8oFe2o permalloy is 

50 nm. 
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Figure 3: The hystersis measured by LMOKE. 

CONCLUSIONS 

In summary, we have successfully fabricated large-area triangle-shaped Ni8oFe2o arrays with 

lateral dimension from 90 to 170 nm by nanosphere lithography. We have measured the MFM 

images of nanomagnet array and investigated the magnetic behavior of nanomagnet array by 

LMOKE. It was found that the coercivity increases with decreasing in the size and the 

thickness of the nanomagnets. 
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ABSTRACT 

Engineering of nanopartlcles to detect ultraviolet light within a specified range and its 
feasibility to make a device has been demonstrated. It is shown that the absorption edge of a 
material can be shifted to significantly lower wavelengths in the UV range by using 
nanopartlcles and that this feature can be incorporated within a device. All experimental work 
was focused on ZnO. Both commercially obtained ZnO nanopartlcles as well as in-house 
synthesized ZnO nanopartlcles were examined. For the in-house developed particles it was 
shown that varying the diameter of the ZnO nanopartlcles could vary the absorption wavelength 
from 315 to 365 nm. Commercially available nanopartlcles did not show this shift due to their 
relatively larger sizes (diameter = 20 nm) as well as their broad size distributions. 

A photocurrent effect of UV light on thin films prepared with nanopartlcles has been 
demonstrated. Not only the optical band-gap value depends on the size of the nanopartlcles but 
also the mobility gap of the material and, as a consequence, the onset of photocurrent. 

INTRODUCTION 

Ultraviolet filters for wavelength selection and selective UV detectors are in demand 
devices. A well-known and commercially important use of UV detectors is for flame detection 
and monitoring in heating installations. Here detection is performed with UV sensitive tubes or 
solid-state sensors based on silicon technology. The reason for this is that the most specific 
feature in a burner flame is the emission band at 310 nm attributed to OH radicals, whose 
monitoring allows optimum flame detection and monitoring. 

Reports in literature have already demonstrated that materials when reduced to dimensions 
of a few nanometers show modified or new properties with regard to bulk materials [1-3]. So, the 
optical and opto-electrical characteristics of an absorbing material show a shift in the absorption 
wavelength towards lower wavelengths depending of the size of the paiticles. The idea to 
prepare and use nanopartlcles with tailored sizes of a semiconductor materials in such a way to 
get controlled absorption within a given wavelength range in the ultraviolet region was not 
systematically studied up to now. 

Screening among semiconductor materials with a wide band-gap has allowed selecting a 
good promising candidate material, zinc oxide, which is already used in products involving UV 
applications as filtration, absorption and skin protection cream [4]. 
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EXPERIMENTALS 

Sample preparation 

At the beginning of this study, coinmercially available nanoparticles were obtained in the 
hope of using these for this project. Unfortunately, it was not possible to locate commercial 
nanoparticles with diameters less than 10 nm. Colloids 1 % in ethanol were prepared with all the 
acquired nanopowders to measure their optical absorption in UV and visible domain. 

ZnO nanoparticles smaller than 10 nm were synthesized adapting a described process [5,6]. 
Zn(CH3COO)2-2H20 is dissolved in boiling pure ethanol at a concentration of 0.1 M. A solution 
0.14 M LiOHHaO in pure ethanol is also prepared. Two equal volumes of both solutions are 
mixed at room temperature. ZnO nanoparticles immediately form and growth of nanoparticles 
starts. The colloid remains translucent. Growth is followed by UV absorption measurement. 

To separate nanoparticles from the reactive medium, a small quantity of water is added to the 
suspension. Strong aggregation and precipitation occur. The solid is separated by centrifugation 
and then washed twice with ethanol. 

Structural characterization 

Characterization of the stiiicture of the nanoparticles has been performed by Transmission 
Electron Microscopy (TEM) and by Electron Diffraction Patterning at high resolution. 

Optical Absorption 

Optical absorption measurements have been performed with a two channel Perkin-Elmer 
Lambda 14 instrument in 1 cm length cells. This method was used to measure stable colloids 
prepared with the commercial nanoparticles and to follow the growth of the nanoparticles 
smaller than 10 nm. 

Photocurrent measurement 

Clean aggregates of ZnO nanoparticles are put in suspension in ethanol by strong ultrasonic 
agitation and films of these nanoparticles on quartz plates are prepared by dip-coating. Films are 
dried at 80 °C. To measure photocurrent effect, films are enclosed in a dark cabinet on a X-Y 
positionning table and two lamps at wavelengths of respectively 366 nm and 254 nm provide UV 
light. Hard metal electrodes direcdy contact films with a 500 yun separation in between. I/V data 
are acquired through a HP 4145 semiconductor parameter analyzer. 

RESULTS AND DISCUSSION 

Optical ab.sorption 

All commercial nanoparticles showed similar behavior with maximum absorption peaks 
ranging between 364 and 368 nm (figure 1). A particularly negative feature of these particles was 
a broad threshold of absorption, which was attributed to their large size distributions as seen in 
TEM images of 37 nm mean size nanoparticles in figure 2. 
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Figure 1. Reduced blue-shift of UV absorption band- 
gap of different sizes commercial ZnO nanoparticles 
compared with the band-gap of bulk ZnO. 

Figure 2. TEM image of a 
commercial 37 nm mean size ZnO 
nanoparticles. 

Another lot with a mean size of 12 nm was synthesized by flame spray pyrolysis (Institute of 
Process Engineering in ETHZ, Switzerland). The absorption maximum of that powder is at 350 
nm (figure 1), which was lower than all the other commercially obtained nanoparticles. The shift 
of the absorption threshold of these powders was found to be insufficient for the foreseen target 
application and the variation between the powders of different diameters was so small that it is 
not possible to speak of tunable absorption in the strict sense of the word. 

Growth of ZnO nanoparticles smaller than 10 nm is followed by UV absorption 
measurement and is presented in figure 3. A red-shift of the absorption threshold is observed as a 
function of growth time. Particles size distribution has also been measured by light scattering. 
After 4.5 min of reaction time, the absorption threshold is at 315 nm, what corresponds to a 
particle diameter of 3.0 nm [7,8]. About 10 hours later the threshold shifts to 365 nm, which 
corresponds to a nanoparticle diameter of 5.0 nm. TEM observation and electron diffraction 
patterning (figure 4) confirm evidence of crystallized ZnO nanoparticles. 

The absorption spectrum of nanoparticles, which are larger than 12 nm shows a well- 
developed maximum near the onset of the absorption, which is ascribed to the first exitonic 
transition also described for other nanoparticulate materials like CdS [9]. That transition no 
longer appears in the absorption spectrum of smaller ZnO nanoparticles, but other transtions are 
observed on growing particles in the wavelength range of 320 - 330 nm (Figure 3). Clear 
attribution of these absorption maxima is not possible. At this size range, shape of the 
crystallites, surface energy, and correlation effect will influence the relative spacing of the 
energy levels [10]. 

4 1 1.       1           y 

B* ZnO,3a7 nm 
(3.2 SV)                             ' 

|3 

1^ T^ 
1    - 3.0 nm-^. 

\                  W-5.0 nm 

Wavelength [nm] 

Figure 3. UV absorption measurements carried out during growth of nanoparticles. Red- 
shift in the absorption edge of about 50 nm is observed between pai-ticles of 3.0 nm 
particles, 4.5 minutes after the beginning of the reaction and particles of 5.0 nm obtained 
after 10 hours. 

353 



Figure 4 
a) TEM pictures of ZnO nanoparticles with a mean size of 5.0 nm 
b) High resolution electron micrograph with electron diffraction pattern 
(EDP) of individual ZnO nanoparticles. Evidence for crytalline structure 
is given by the presence of lattice fringes in the circled zone 
corresponding to (100) planes and the EDP shown in the inset. 

Photocurrcnt measurement 

Figure 5 a) shows the variation of the current through a film prepared with commercial 
nanoparticles (diameter = 22 nm). The main increase of the photocurrent appears when light at a 
wavelength of 366 nm strikes the sample, which corresponds to the maximum absorption of the 
colloid preparation. At lower wavelengths, activation of some sites with higher energies still 
takes place. However, the total photocurrent effect remains weak in intensity. One explanation is 
that the percolation level of the particles is weak. The film prepared by dip coating is formed of 
nanoparticle aggregates and the contacts between the aggregates occur only at a very few points. 
The photocurrent effect on a film prepared from CSEM nanoparticles (diameter = 5 nm) is 
different depending on the wavelength of the radiation. Figure 5 b) shows that there is no 
photocurrcnt generated by radiation of 366 nm (Eg = 3.39 eV), which is just at the upper limit of 
the optical absorption presented in figure 3. But at a higher energy {X = 254 nm. Eg = 4.88 eV), a 
photoelectronic effect takes place. The built-in potential observed on 5 nm particles is actually 
not clearly understood, and needs further investigation. 
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Figure 5. 
a) Photocurrent generated by UV light incident on a film prepared from acquired ZnO 
nanoparticles with a mean size of 22 nm (Nanophase Inc.) 
b) Photocurrent generated by UV light incident on a film prepared with CSEM ZnO 
nanooarticles with a mean size of 5 nm. 
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This measurement leads to the conclusion that not only the optical band-gap value depends on 
the size of the nanoparticles but also the mobility gap. This measured photocurrent is a global 
effect of the nanoparticulate ZnO system and it cannot be exclusively attributed to the interband 
absorption of the nanoparticles. Energy levels linked to surface and grain boundaries play an 
important role and can also be activated by light. 

CONCLUSION 

Reduction of ZnO nanoparticle size achieved by various methods results in a clear blue shift 
of the absorption edge. Thus, tunability of the absorption edge is feasible in a range of about 60 
nm. Besides the optical band-gap it is also demonstrated that the mobility gap depends on the 
size of the nanoparticles, and that semiconductor nanoparticles can be used for tunable 
photoelectronic sensing.However, to achieve tunability within a large UV range, nanoparticles 
with smaller diameters need to be synthesized and isolated. Remaining key challenges are the 
agglomeration of the nanoparticles, and purification processes during synthesis. 
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ABSTRACT 

We seek to use electrically conducting polymers, such as those commonly utihzed in 
polymeric LEDs, as hosts for silicon nanoparticles. The proper design of multilayered devices 
based on these materials will yield efficient light-emitters in which charge carriers localize and 
recombine within the nanoparticles. Furthermore, these may combine the flexibility and 
processability of polymeric LEDs with the reliability of inorganic materials. We have 
synthesized luminescent silicon nanoparticles and have characterized their photoluminescence 
(PL) using continuous-wave and time-resolved spectroscopy. These particles have been 
incorporated into a variety of transparent solid hosts. The photoluminescence obtained from 
particle-containing poly(methyl methacrylate) (PMM A) matrices is very similar to that of the 
particles in solution, both in spectral content and PL decay characteristics. However, when 
incorporated into a variety of conducting polymers, such as poly(N-vinylcarbazole) (PVK), the 
nanoparticles do not retain their photoluminescence properties. A variety of chemical species 
have been reported as effective PL quenchers for porous silicon. We believe that these polymers 
quench the luminescence through similar mechanisms. Protective passivation of the nanoparticle 
surface is suggested as a strategy for overcoming this quenching. 

INTRODUCTION 

Nanocrystalline silicon has received a great deal of attention in recent years as a material that 
might be easily integrated into silicon wafer processing and utihzed for biological and chemical 
sensing or for light-emitting devices. The well-established effects of the surface termination and 
the surrounding environment on the silicon photoluminescence (PL) are advantageous for 
sensing applications, but present a problem for optoelectronic applications requiring stable light 
emission. One solution is to produce siUcon nanoparticles within Si02, for example by 
implanting Si ions into a glass substrate and thermally annealing the composite. These materials 
show promise for use as optical devices; optical gain has been reported in nanoparticles produced 
by this method[l]. An alternate approach is to produce colloidal nanoparticles that can then be 
incorporated into transparent hosts such as polymers or xerogels. 

Various researchers have incorporated luminescent nanoparticles within electrically 
conducting polymers to yield hybrid electroluminescent devices[2-5]. However, to our 
knowledge, no study of luminescence from siUcon nanoparticles embedded in such materials has 
been reported. The work presented in this paper is focused on the application of surface 
modification techniques to silicon nanoparticles produced by high-yield aerosol synthesis as a 
route toward obtaining such hybrid materials and devices. 
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EXPERIMENTAL DETAILS 

The nanoparticle synthesis procedure has been described in detail elsewhere[6-8]. Briefly, 
the nanoparticles arc synthesized in an aerosol reactor by dissociating silane gas using a CO2 
laser. Helium and hydrogen gas flows confine the reactant mixture, yielding silicon 
nanoparticles with a mean diameter that can be varied from 5 to 20 nm by controlling the growth 
conditions. Following the reaction, the nanoparticles are collected on cellulose nitrate membrane 
filters and dispersed in methanol. The nanoparticles are then etched in solutions containing HF 
and HNO3, which reduces the nanoparticle size and passivates the surface. 

Continuous wave (CW) and time-resolved spectroscopic techniques were used to study the 
basic emission properties of the nanoparticles. Specifically, the CW PL data reported in this 
work was excited using either a Pcrkin Elmer LS 50 fluorescence spectrometer (355 nm 
excitation) or the 351 nm and 364 nm lines of a Coherent Innova 300 Ar* laser. The source for 
the time resolved spectroscopy was 400 nm, -300 fs, pulses, with repetition rates varying 
between 9 and 250 kHz, that were generated by frequency doubling the 800 nm, 200 fs pulses 
output from a Coherent RegA 9000 regenerative amplifier. The time resolved photoluminescence 
(TRPL) data was collected and recorded using a spectrometer and a C4334 Hamamatsu streak 
camera. All measurements reported in this work were conducted at room temperature. 

RESULTS AND DISCUSSION 

The production method described above generates a high yield of silicon nanoparticles, on 
the order of 100 mg/hr. The nanoparticle luminescence is similar to that commonly observed 
from nanocrystalline silicon (including porous silicon), with a luminescence peak that can be 
varied from about 550 nm to the near infrared by varying the etch conditions, as illustrated in 
Figure la. TRPL measurements of the nanoparticles show emission with multi- or stretched- 
exponcntial behavior, and with lifetimes on the order of tens of microseconds, which vary 
substantially across the emission spectmm. For low energy emission, the decay can be 
reasonably approximated by a single exponential on long time scales. However, for high energy 
emission, the decay is more complicated and requires stretched-exponential fitting.   The 
emission decay of a freshly prepared sample is shown in Figure lb. 

When dispersed in most common organic solvents, the PL of the nanoparticles degrades and 
spectrally shifts with time. To prevent such degradation, the nanoparticles can be embedded in 
poly(methyl mcthacrylate) (PMMA). Figure 2 shows the PL spectrum and lifetime of a 
particular nanoparticle sample both in chloroform solution and when embedded in a PMMA 
film. The film was prepared by drop-casting a polymer-nanoparticle mixture on a glass slide. 
The characteristics of the nanoparticle luminescence are not greatly affected by the presence of 
the polymer. The polymer shields the nanoparticles and prevents degradation of the PL. A 
second advantage is that these materials facilitate a variety of optical studies that are commonly 
perfoi-med on solid materials but are difficult to perform on solutions. 
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Figure 1. (a) Normalized photoluminescence of nanoparticles after etching for 
various amounts of time in a 3% HF / 26% HNO3 / 69% methanol etching solution, 
(b) PL decay of a typical sample at various emission wavelengths. The plots have 
been offset for clarity. 

PMMA is not an electrically conducting polymer, and therefore it is not suitable for use in 
electroluminescent devices. Alternative polymer hosts include materials such as poly(N- 
vinylcarbazole) (PVK), which has been used as a hole-transporting host for a luminescent dye in 
an LED structure[9], and poly(phenylene-vinylene) (PPV), which is commonly used as the 
emissive material in polymer LEDs or as a host or hole-transport layer in nanoparticle LEDs. 
However, the as-produced nanoparticles do not disperse well in most common organic solvents, 
which is a necessary step in the processing of these polymer films. Further, the PL of 
unprotected nanocrystaUine silicon has been shown by many authors to be severely quenched by 
the presence of various chemical species, including many amines[10-12]. We have observed 
such quenching due to the presence of the PVK polymer. Thus, it is necessary to modify the 
surface of the nanoparticles in order to improve their solubility, and, if possible, to provide some 
shielding of the surface to prevent PL quenching while not drastically impeding the ability of 
holes and electrons to be injected into the nanoparticles. 
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It has been shown that by refluxing siUcon nanoparticle dispersions in the presence of 
octadeccnc, the nanoparticle surface reacts with the double bond, and the organic becomes bound 
to the surface[13]. By varying the ali^ene used, this technique can be used to create organic- 
capped nanoparticles that form stable dispersions in various solvents. This treatment also serves 
to stablizc the nanoparticle PL by eliminating the degradation over time observed for the as- 
produced particles. The detailed results of this treatment on the nanoparticle surface and PL will 
be reported elsewhere[14]. 

CONCLUSIONS 

Many variables exist in the development of hybrid electroluminescent materials. To utilize 
silicon nanoparticles as the emitting species in such devices, it will be necessary to establish a 
device structure in which the nanoparticles are accessible for carrier injection, while retaining 
good photoluminescent properties. Effective modification of the semiconductor surface is the 
first step toward developing useful combinations of these materials. 
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Figure 2. CW Emission and photoluminescence lifetime (400 nm excitation) of a 
silicon nanoparticle sample when embedded in PMMA and when dispersed in 
chloroform solution. The lifetimes were obtained using a single-exponential fit. 
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ABSTRACT 

This work demonstrates the properties of InGaN nanorod arrays with various In mole 

fractions by modified HVPE using In metal at the low growth temperature. The nanorods grown 

on (0001) sapphire substrates are preferentially oriented in the c-axis direction. We found that the 

In mole fractions in the nanorods were linearly increased at x < O.I. However, In mole fractions 

were slightly increased at x > 0.1 and then were gradually saturated at x = 0.2. CL spectra show 

strong blue emissions from 428 nm (x = 0.1, 2.89 eV) to 470 nm (x = 0.2, 2.64 eV) at room 

temperature. From this result, we found the fact that increasing In mole fraction in the InGaN 

nanorod shifl the peak position of CL spectrum emitted from InGaN nanorod to the low energy 

region. 

INTRODUCTION 

Recent results have challenged the long-standing band gap value for indium nitride (InN) 

(~2 eV) and asserted 0.9 eV as the true band gap for high quality InN films.''' This alone makes 

indium gallium nitride (InGaN) a promising material for blue/violet emission (and even a 
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candidate for deep ultraviolet (UV) and infrared (IR) emission). If InGaN's indium (In) mole 

fraction can be successfully turned from 0 to 1, InGaN represents a ternary alloy capable of 

emitting photons from 0.9 eV to 3.4 eV - that is, trom GaN's UV emission (-365 nm) to InN's 

emission (~1380 nm). The most common method to achieve white light emission is to combine a 

phosphor wavelength down-converter with a blue InGaN/GaN light emitting diode (LED). A 

blue LED is typically placed in a parabolic mirror and subsequently coated with a phosphor- 

containing epoxy.'^' The LED emits blue light which is absorbed by the phosphor and re-emitted 

as longer-wavelength phosphorescence. This occurs via a process known as down-conversion. 

These two wavelength (generally blue and yellow) combine form white right.''^ Unfommately, 

many threading dislocations (TDs) are produced in InGaN/GaN layer, used for blue light source, 

due to lattice mismatch with the substrate and difference of thermal expansion coefficient with 

substrate, and thus they affect significantly the device performance as non-radiative 

recombination centers.'"*' On the other hand, the growth mechanism for nanorods is completely 

different, and tlireading dislocations can be all but non-existent in nanorods. Therefore, the 

nanorods have the potential for negligible non-radiative recombination loss, and thus the 

efficiency of down-conversion is much higher than bulk InGaN/GaN. However, no one has 

successflilly grown InGaN and InGaN/GaN nanorods to data. Here, we demonstrate the optical 

properties of InGaN nanorod arrays on (0001) sapphire substrate by modified hydride vapor 

phase epitaxy (HVPE) with various In mole fractions. Ga and In metals were used as Ga and In 

precursors (group 111), respectively. NH3 was used as N precursor (group V). InGaN nanorods in 

this study were characterized by scanning electron microscope (SEM), energy dispersive x-ray 

spectrometer (EDS), wavelength dispersive x-ray spectrometer (WDS), transmission electron 

microscope (TEM) and cathodoluminescence (CL). 
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EXPERIMENTAL DETAILS 

The InGaN nanorods were grown by modified HVPE similar to our previous workJ^' 

Sapphire (0001) wafer was used as a substrate. Substrate was cleaned by an HCl solution and 

rinsed with deionized water before use. The Ga and In precursors were synthesized via a reaction 

of HCl gas (5N) (in an N2 diluent gas) with Ga (7N) and In (6N) metal at 600 °C. These 

precursors were then transported to the substrate area where it is mixed with NH3 (6N4) to form 

InGaN ternary nanorods at 510 °C. In this process, HCl flow rate for Ga precursor was in the 

range of 100-300 seem and for In precursor was in the range of 5-100 seem. NH3 flow rate was 

4000-5000 seem and growth time was 1 hours. InGaN nanorods were grown directly on (0001) 

sapphire substrate. After furnace was cooled to room temperature, a light yellow layer was found 

on the surface of the substrate. The morphologies of the resulting materials were characterized 

using field emission (FE) SEM (FEI, SIRION). Structural and elemental analyses of a single 

nanorod were perfonned using TEM (JEOL, JEM_2010 at 200 kV), selective area electron 

diffraction pattern (SAEP), EDS (EDAX, NEW XL-30) and WDS (EDAX, LambdaSpec). For 

the optical characterization of InGaN nanorods with various In mole fractions, CL spectroscopy 

was carried out using a FESEM (FEI, XL 30 SFEG) with a CL system (Gatan, M0N0CL2). The 

emission fi-om the samples was dispersed by a monochromator with a 1200 lines/mm grating 

blazed at 500 nm and detected by a Peltier-cooled photomultiplier. The maximum spectral 

resolution is 0.2 nm. The experimental conditions in CL were carefully established to minimize 

the undesired influence of electron-beam bombardment on the conditions of the specimens. 
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RESULTS AND DISCUSSION 

Figure 1. SEM, EDS and TEM characterizations of straight InGaN nanorods on (111) silicon 

substrate grown by HVPE at 510 °C. (a) 30 ° tilted view, scale bar, 2 urn, (b) plan view SEM 

image, scale bar, 1 |xm. (c) EDS spectrum of a single crystalline InGaN nanorod and (d) TEM 

image of the InGaN nanorod and corresponding electron diffraction pattern (inset). Scale bar is 8 

Figure 1 (a) and (b) show the InGaN nanorod arrays grown on (0001) sapphire substrate by 

using modified HVPE system. The growth temperature for growing InGaN nanorods was about 

510 "C compared to the growth temperature of GaN nanorods. The average diameter and length 

were 70 nm and 2 [im, respectively. The control of the InGaN nanorod's diameter and length 

were achieved by adjusting the growth temperature and growth time, respectively. Figure 1 (c) 
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shows EDS spectrum of a single InGaN nanorod. From this spectrum, we could observe InL line 

in a single nanorod. Figure 1 (d) shows TEM image of a single InGaN nanorod. In this image, 

the [0001] direction was parallel to the long axis of rod, indicating that the [0001] direction is a 

common growth direction in an InGaN nanorod. SAEP of the same nanorod from [2110] 

direction confirmed that it was a single crystal, and that the electron diffraction pattern was 

indexed to the reflection of hexagonal InGaN crystal. 
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Figure 2. Variation of In mole fractions (x) in the InGaN nanorods with various HCI reactant gas 

flow rates by WDS measurement. 

For investigating In mole fractions in the InGaN nanorods, we measured WDS spectrum of 

our InGaN nanorods samples as shown in Fig. 2. Increasing HCI gas flow rate for reacting In 

metal, that is In precursor, from 10 seem to 100 seem. In mole fractions (x) were increased from 

0.04 to 0.20 in the nanorods. In this case, NH3, main carrier N2 and HCI carrier N2 gas flow rate 

were kept 4000 seem, 5000 seem and 2000 seem, respectively. Growth temperature was 510 °C. 
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When HCI rcactant gas flow rate was small (< 25 seem), In mole fractions were linearly 

increased with HCI gas flow rate. As HCI reactant gas flow rate was increased, however, In mole 

fractions in the InGaN nanorods were slightly increased and then these were saturated. One of 

the reasons for saturating In mole fraction is thought to be the consumption of InCb in the 

reactor by hydrogen reduction, because the hydrogen partial pressure in the reactor increases 

with the decomposition of HCI with increasing HCI gas flow rate. With increasing of hydrogen 

partial pressure, the following reaction of InCh consumption proceeds to the right-hand side. 

2In + 6HC1 -> 2(InCl3) + SHj 

InCl, + H2 -> InCl + 2HC1 

Since the produced InCl does not react effectively for the deposition of InN,'*' it is thought 

that the consumption of InCU by the above reaction leads to the saturation of the In mole fraction 

in the InGaN nanorods as seen in the In-HCl-NH.? system. 

Biergy (eV) 
3       2.8       2.6 2.4 

400 450 500 

Wavelength (nm) 
550 

Figure 3. Optical properties of two individual InGaN nanorods with In mole fractions of x = 0.1, 

and 0.2 by CL measurement at 300 K, respectively. 
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To investigate the optical properties of two individual InGaN nanorods with In mole 

fractions of x = 0.1 and 0.2, respectively, we carried out the CL experiments at 300 K. Figure 3 

shows the CL spectra of two individual InGaN nanorods with In mole fractions of x = 0.1 and 

0.2. The CL peak positions of 428 nm (2.89 eV) and 470 nm (2.64 eV) were observed for the 

InGaN nanorods with In mole fraction (x) of 0.1 and 0.2, respectively. These values are very 

close to that observed from the optical properties of InGaN alloys.''^ 

CONCLUSIONS 

This work demonstrates the optical properties of InGaN nanorod arrays with various In 

mole fractions by modified HVPE at the low growth temperature. The nanorods grown on (0001) 

sapphire substrates are preferentially oriented in the c-axis direction. We found that the In mole 

fractions in the nanorods were linearly increased at x < O.I. However, In mole fractions were 

slightly increased at x > 0.1 and then were gradually saturated at x = 0.2. CL spectra show strong 

blue emissions peaking at around 428 nm (2.89 eV) and 470 nm (2.64 eV) at room temperature, 

respectively. We believe that present approach is a simple one for practical application to 

nanoscale white light emitting devices. 
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ABSTRACT 
We have found that traps can dominate important relaxation processes in PbS nanoparticles 

prepared by precipitation in borosilicate glass. The primary photoluminescence peak energy 
falls about 50 meV below the lowest absoiption peak energy and has a long decay time of ~4 p.&. 
Photoinduced bleaching of the lowest absorption peak also has a long decay lifetime of ~2 |xs. 
Photoinduced bleaching also exhibits a surprisingly long rise time of hundreds of nanoseconds. 
Such long-lifetime effects must be attributed to multiple traps. 

INTRODUCTION 
In PbS quantum dots with diameter of ~3 nm, the lowest excited state falls at 1550 nm. 

Such particles are therefore potentially important as saturable absorbers, optical switching 
elements, or emitters for telecommunications [1-9]. The speed and magnitude of nonUnear 
optical and luminescence responses will determine the utility of this system. We have therefore 
studied these properties using a slow-repetition excitation source that assures complete relaxation 
of trapped carriers between pulses. Specifically, in this paper we report time dependent and cw 
luminescence and pump-probe spectra of 3 nm PbS nanoparticles grown in glass. 

EXPERIMENTAL DETAILS 
Growth of PbS nanoparticles in glass for quantum size effect studies has been previously 

reported and details on growth appear elsewhere [10]. hi our preparation process, PbS 
nanoparticles are grown from quenched PbS-doped borosilicate samples by heat-treating at the 
temperature range from 540 to 580°C for 12 to 36 hours. In quenched glass, particles are smaller 
than 1 nm. We have prepared a set of samples in which the average particle radius is varied from 
~1 nm to >3 nm. The optical absorption spectra of a sample with average radius of 3 nm is 
shown in Fig. 1. Particle size was deduced by comparison of optical properties to theory [11, 
12]. Particle size was also directly measured by TEM imaging on similar samples [10]. 

The pump-probe system is described in detail elsewhere [13]. A dye laser pumped by a 
nitrogen laser is used as the pump source for both luminescence and pump-probe time- 
dependence. Laser pulses have a wavelength of 640 nm (1.94 eV), duration of 10 ns, and 
repetition rate of -10 Hz. Maximum excitation intensity of pump appUed to the sample is 
420 |iJ/cml 

The probe for time-resolved pump-probe studies is a 1550 nm cw semiconductor laser. The 
response time for detectors and electronics is less than 20 ns. 

Time-resolved luminescence was excited with the same dye laser and detected with either an 
InAs diode or a Ge diode detector.  CW luminescence was excited with a chopped HeNe (633 
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nm) laser, dispersed with a 0.75 m fB monochromator, and detected with an uncooled Ge 
photodiode. The spectral response of the measurement systems was calibrated using a tungsten 
halide lamp. 

RESULTS 
In Fig. 1 we show the room temperature absorption and luminescence spectra for a typical 

sample with lowest absorption (HOMO-LUMO) peak centered at 0.8 eV. The HOMO-LUMO 
absorption peak is well-defined. A second excited state is observed at about 1.25 eV. 

The luminescence was excited with photon energy well above the gap and therefore excites 
all particle sizes in the distribution. The integrated room temperature luminescence efficiency is 
approximately 2% and the spectrum is clearly shifted about 50 meV below the absorption peak. 
Excitation with 1550 nm light yields luminescence that is peaked -50 meV below the excitation 
energy. 

The intensity of the integrated luminescence decays exponentially after excitation with a 
lifetime of ~4 us. 

0.8 1.0 

0.8 1.0 

Energy (eV) 

Figure 1 - Optical absorption and luminescence spectra of quenched and heat treated glass 
samples with PbS nanocrystals. Average particle size is 3 nm. The left axis corresponds to the 
luminescence spectrum. The right axis corresponds to the absorption .spectrum. 

In Fig. 2 we show the spectrum of the CW photoinduced bleaching (circles), along with a 
fit to the deconvolved HOMO-LUMO absorption peak (line). The two sharp features between 
0.87 and 0.9 eV are due to thermomodulation of 0-H absorption bands in the glass. The peak in 
absoiption modulation is in close con-espondence to the absorption peak, within 10 meV of the 
peak in absorption. The magnitude of the cw bleaching peak is about one part in 10,000. 
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Figure 2 - CW induced bleaching spectrum for the same sample as in Fig. 1. The solid line is 
a model fit to the absorption coefficient in the lowest peak. The open symbols are the change 
in absorption due to excitation with a chopped cw Ar'^ laser (514.5 nm) at room temperature. 

Time-resolved transmission pump-probe measurements on similar samples have been 
reported previously [14]. Example time dependence spectra are shown in Fig. 3. We observe 
photoinduced transmission at 0.8 eV for all measurement conditions. Rise and decay times of 
the bleaching are nearly independent of pump fluence, as seen in the figure. The 10%-90% ri,se 
time of ~ 200 ns and the decay Hfetime of ~2 ^s are much longer than either the pump pulse or 
the response time of the electronics. The absorption bleaching saturates at Aa/a~0.04 for pump 
energy density of -200 |iJ/cm^. When the magnitude of the absorption change is corrected for 
sample thickness and area overlap between pump and probe, the saturation magnitude is close to 
25%. 

10'' 

Fig. 3 

2000   4000   6000 

Time (ns) 

Kinetics of bleaching at different pump pulse intensities: (1) 420 tJ/cm , 
The pump energy is 1.98 eV and the probe energy is 0.8 eV. (2) 10 tJ/cm^ 
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DISCUSSION 
We have several interesting features of the observations that must be explained, i) The 

photoluminescence spectrum is red-shifted from the HOMO-LUMO absorption peak by -50 
meV. ii) The luminescence lifetime is long (~4 )a.s) compared with expected HOMO-LUMO 
lifetimes, iii) Bleaching is spectrally coincident with HOMO-LUMO absorption, iv) The 
bleaching rise time is surprisingly long (-200 ns) compared with intraband carrier decay rates, 
v) The bleaching decay time is long (-2 jis) compared with expected HOMO-LUMO lifetimes, 
vi) The magnitude of the saturation level of bleaching is large, of order Aot/a-20% after 
correction for absorption volume. 

The results are discussed using the schematic energy level diagram in Fig. 4. The 
quantum states derived from conduction and valence bands are labeled LUMO and HOMO 
respectively. E and G represent the high energy states through which excitation occurs. Ti, is a 
hole trap which lies between G and HOMO and Tc is an electron trap which Ues below the 
LUMO state. 

The long photoluminescence decay time can also be explained by the presence of a trap 
within the gap, or by the presence of a dark exciton .state within the gap [15]. The hfetime 
observed here is significantly longer than that observed for PbSe [16], so we propose the 
presence of a trap. The choice of hole or electron trap is somewhat arbitrary at this point because 
we do not have sufficient information to make a decision. We place the electron trap Te 50 meV 
below the LUMO state to be consistent with the luminescence spectrum. The large magnitude of 
the bleaching effect suggests that this trap is present in a large fraction of the quantum dots. 

The shape of the bleaching spectrum implies change in oscillator strength with Uttle or no 
shift [17, 18]. When it is corrected for excited volume in the sample, the magnitude of the 
change in absorption is relatively large (A(x/a-20%). There are several possible explanations for 
this observed behavior, including i) filling of both HOMO and LUMO states with paired 
electron-holes, ii) filling of only one of the two quantum states (HOMO or LUMO) with the 
second carrier in a trap, or iii) occupation of some other state which exerts a large effect on the 
HOMO-LUMO transition. Case i) would lead to a fast decay of induced bleaching, which is not 
observed. Case ii) is consistent with both magnitude and decay time observations.   Case iii) is 
possible if there exists a state which exerts large effect on absorption in the HOMO-LUMO state 
and which has a long lifetime. It is unlikely that a state with both carriers trapped could affect 
the HOMO-LUMO transition to any significant extent. We cannot exclude the possibility of a 
dark-exciton like state, but the mechanism for bleaching in this situation has yet to be worked out 
in detail. 

While the long decay time for photomodulation and photoluminescence can be explained 
easily by the presence of a trap for one carrier, the rise time is problematic. It is expected that 
carriers excited into states G and E will decay to states H and L within one picosecond. This 
implies that the bleaching rise time should be equally short. Fast rise and decay time has indeed 
been observed by us and by others using sub-picosecond degenerate pump-probe spectroscopy 
[7]. Our experiment differs from earlier experiments in three important regards: 1) We use 
relatively low pump flux. 2) The repetition rate for the current experiment is very low, allowing 
the particle to fully relax between pulses. 3). The excitation photon energy is relatively high, 
forcing the excited carriers to relax through intermediate states before arriving at the HOMO or 
LUMO state. 
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 G 
Figure 4 - Schematic of the important energy states in a 3 nm PbS quantum dot. Solid lines 

represent quantum states of the particle and dashed lines represent localized traps or resonant 
states. 

This simplest explanation for the 200 ns rise time is the presence of a long-lived 
intermediate state, ff this state were a trap, it would have to be for the opposite carrier from the 
trap that slows the decay. We have represented it as Th in the schematic. We note that the 
bleaching rise dynamics would be complex in this situation, and the observed slow rise time 
requires that the electron be trapped very rapidly into Te. Another possibility for the long-lived 
intermediate state is the presence of a long-lived exciton-like state associated with a higher 
quantum transition, much like the "dark exciton" in CdSe is associated with the HOMO-LUMO 
transition [15]. 

SUMMARY AND CONCLUSIONS 
Time-resolved two-color pump-probe spectroscopy reveals the existence of at least two 

surprisingly long-lived states in PbS quantum dots with HOMO-LUMO gap of 0.8 eV. We have 
proposed that these states are traps. The first state must lie within the HOMO-LUMO gap and 
may be the state through which defect luminescence occurs. If so, the defect state is shallow and 
has a hfetime of 2 (is. The probabihty for capture into this defect is high, implying that the 
capture time is of the order of picoseconds. The second trap state must fall outside of the 
HOMO-LUMO gap because it affects the rise time for one carrier to fall into its lowest excited 
state. The probability for capture into this state is high, implying that capture is fast but escape 
to the HOMO or LUMO state takes 200 ns. At present, we cannot exclude the possibility of new 
"dark exciton" states. 

The nature of these states is as yet unclear. Further work using excitation spectroscopy, size 
dependence, electric and magnetic field, and temperature dependence should help to address 
open questions. 
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ABSTRACT 

Single crystal Ge nanowires (NWs) were obtained in high yield by gas phase decomposition 
of germanium di-cyclopentadienylide ([Ge(C5H5)2]), at 325 °C on iron substrates. High- 
resolution electron microscopy (SEM/TEM) showed Ge NWs to be uniform in terms of diameter 
(20 nm) and length (> 25 ^m). The wire growth is selective and appears to be governed by a Ge- 
Fe alloy epilayer formed by the reaction between Ge clusters and iron substrate, during the initial 
stages of the CVD process. The supersaturation of Ge-Fe solid-solution with respect to Ge 
content induces the spontaneous formation of single crystal germanium nuclei that act as 
templates for the nanowire growth. X-ray and electron diffi-action revealed the NWs to be single 
crystals of cubic germanium with a preferred growth direction [11-2]. The proposed base-growth 
model on Fe substrate is supported by TEM, EDX and XPS studies. 

INTRODUCTION 

Non-carbon one-dimensional (ID) nanostructures such as nanotubes (NTs) and nanowires 
(NWs) are receiving increasing attention due to the finite size effects and their possible 
applications in designing nanodevices [1-4]. Semiconductor materials such as Ge and Si display 
interesting electronic, optical and mechanical properties due to the quantization of electronic 
states in confined (nano)geometries [5]. Further, Germanium is an important semiconductor with 
high carrier mobility and a narrow band gap and owing to the larger excitonic Bohr radius in Ge 
(24.3 nm), the quantum size effects are expected to be more prominent when compared to silicon 
(4.9 nm). Although much effects have been made to obtain Ge nanowires, the successful growth 
of ID Ge nanostructures is limited to a few reports [6-12]. Lieber and Morales have employed 
laser ablation (ca. 800 °C)for synthesizing Ge nanowires [8]. Yang et al. have used vapor 
transport reaction at rather high temperatures (900-1100 °C) to grow random and aligned Ge 
nanowires by in situ synthesis and disproportionation of Geli on Au islands [10]. Hanrath et al. 
have used a solvothermal method to synthesize Ge nanowires by decomposing mixed Au-Ge 
precursors under high temperature and pressure conditions (300-400 "C, 100 atm) [11]. The 
chemical vapour deposition of Ge nanowires has recently been achieved by the reduction of 
tetrahydrogermane (GeH4) through Hj addition at 275 °C [12]. The control of GeH4 
decomposition through H2 is inevitable in order to obtain the high quality Ge nanowires. 

One-dimensional structures can be generated from the gas phase synthesis by well-known 
Vapor-Liquid-Solid (VLS) [13] growth process where a molten catalyst is used to promote axial 
instead of radial growth. Chemical vapour deposition (CVD) is an effective technique to produce 
single or core-shell type nanowires, because it allows an easy regulation of the precursor 
feedstock, in the vapor phase. The VLS type metal nanoparticle-catalyzed growth demands a 
homogeneous nucleation of growth-templates on the substrate. However, the nanowires obtained 

377 



are 'contaminated' due to the presence of a eutectic tip. Therefore, we have used a base-growth 
method to grow Ge nanowires on an adherent bed that can be reused, and allows a high 
throughput for the synthesis of freestanding nanowires. Further, the precursor used was a single 
molecular species, [Ge(Cp)2] (Cp = -C5H5), that enables the growth of single crystalline Ge 
nanowires at low temperatures [14]. 

EXPERIMENTAL DETAILS 

(i) Chemicals 
The precursor, bis-cyclopentadienylide germanium (Ge(C5H5)2), was synthesized by a salt 

elimination reaction between GeCb'Dioxan and two equivalents of Na(C5H5), in a 
tetrahydrofliran and n-hexane mixture (eq. 1). The experimental manipulations were performed 
in a modified Schlenk type vacuum assembly, taking stringent precautions against atmospheric 
moisture. The reaction product was sublimed in vacuum (50 °C, 10"^ Torr) to obtain pure 
GeCQH.,):. 

GeCh.Dioxan    +   2Na(C5H5)         ►    Ge(C5H5)2   +   2NaCl (1) 

(ii) Nanowire Synthesis and Characterization 

The CVD experiments were performed in a cold-wall tubular quartz reactor [14]. An 
inductive coupling of radio frequency was used to heat the substrate. [Ge(C5H5)2] was introduced 
in the reactor and heated to the desired temperature. Germanium nanowires were grown on 
polished Fe substrates at 325 °C at 10'^ Torr, producing a one-dimensional growth rate of ca. 100 
nm/min. The substrate-bound nanowires were mechanically scrapped and sonicated in ethanol 
for TEM measurements perfonned on a JEOL 200CX transmission electron microscope. The 
nanowire morphology and elemental distribution (Energy Dispersive X-ray, EDX) across the 
length were recorded on the scanning electron microscope JSM-6400F (JEOL). The 
characterization of the CVD deposits and texture analysis was done by X-ray diffraction 
measurements performed on as-deposited films using a Siemens 5000 diffractometer. The micro- 
Raman spectra were recorded on Bruker RFS100 (1.06 |im Nd:YAG). The XPS analysis was 
performed on a Surface Science Instrument (M-Probe) operating with an Al Ka radiation and an 
instrumental resolution of ca. 0.8 eV. 

DISCUSSION 

The precursor Ge(C5H5)2 is suited for NW synthesis due to the lability of the metal-ligand 
bond. Moreover, a single chemical source provides an easy monitoring of Ge feedstock in the 
gas phase. Recently, Ge nanowires have been synthesized by the reduction of tetrahydrogermane 
(GCH4) through H2 addition [12]. Although chemical vapor deposition is widely used in the 
carbon nanotube research [1,2], its application in the synthesis of non-carbon ID-systems is less 
explored majorly due to the unavailability of precursors with suitable vapor pressure. A 
controlled gas phase chemistry of the precursor is a pre-requisite for the chemical synthesis of 
nanomaterials [15]. 
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The decomposition pathway outlined in eq. 2 is based on an in-situ mass spectral analysis 
that revealed metal ion and CnHm* fragments [14]. 

[Ge(C5H5)2] Ge(0)   +   C„H,^*   +   H2 (2) 

The nanowire synthesis through CVD relies on metal nanoparticles that act as growth 
templates. To circumvent substrate preparation and generation of catalyst nanoparticles, we 
investigated Ge NWs formation on steel substrates because Ge-Fe alloys exist in the binary 
phase diagram although at higher temperatures (400-1170 °C) [16] than that used for the CVD 
process. The nanowire growth occurs on Fe at a substrate temperature of 325 °C as shown 

Figure 1. (a) Typical SEM images of Ge NWs on steel substrate anu ^D; nK-icivi image ui a Ge 
nanowire. Top inset shows the SAED pattern recorded along <111> zone axis. 

in figure la. The average NW diameter was found to be ca. 20 nm while lengths ranged in tens 
of micrometers, which illustrates that growth along the wire axis is several magnitudes faster 
than that in the radial direction. The formation of Ge-Fe eutectic at 325 °C in our case is possibly 
an effect of low-pressure conditions or melting point lowering in nanostructured systems [17]. 
The transmission electron microscopy of the nanowires does not show defects such as stacking 
faults and micro-twins that are commonly observed along the growth axis. The selective area 
electron diffraction of individual nanowires exhibits the preferred growth direction of nanowires 
to be [11-2] (Inset, fig. lb). 

Upon increasing the precursor flux, formation of amorphous overlayers (2 - 20 nm) on 
crystalline cores (16 nm) is observed that is a promising possibility to grow core-shell nanowire 
structures [18]. The TEM analysis (fig. 2a) shows single crystalline Ge core conformally covered 
by a thick amorphous Ge layer. The appearance of lower energy surface, (111), parallel to the 
growth axis will reduce the surface energy in a ID system. This is supported by the X-ray 
diffraction analysis (fig. 2b) of CVD deposits that exhibit diffraction peaks due to cubic diamond 
structure (fig. 2). The peak broading observed is caused by the presence of amorphous Ge. 

379 



20 nm   ': 

40 50 60 

20 (dcg) 

Figure 2. (a) TEM image of a c-Ge/a-Ge nanowire with core-shell configuration and (b) the 
corresponding XRD pattern. 

The energy dispersive X-ray analysis performed on several samples revealed the single- 
crystalline gennanium deposits are devoid of oxygen. Since the nanowires show no catalyst 
particle at their tip in both SEM and TEM analysis of the CVD deposits, a base growth 
mechanism seems to be responsible for the one-dimensional growth. Based on the experimental 
obsei-vation, it can be envisaged that interaction between the Fe surface and the incoming Ge 
vapor forms a Ge-Fe liquid layer thereby creating solid-liquid and liquid-vapor interfaces. Once 
tlie Ge-Fe epilayer is saturated toward Ge, it will undergo phase separation to nucleate Ge 
nanocrystals that act as catalysts for the nanowire growth. During the further growth, the in- 
coming germanium clusters preferentially deposit on the protruding nuclei embedded in the Ge- 
Fe solid-solution and are saturated with respect to Ge intake. 

When compared to the growth of Ge NWs on Si achieved by vapour-liquid-solid (VLS) 
mechanism, the base growth is straight forward because it needs no substrate preparation and the 
size of the Fe-Ge nuclei in the epilayer can be easily tuned by the substrate temperature. 
Moreover, the base-growth method allows a higher throughput of nanowires without a 

(a) (b) 
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Figure 3. (a) Proposed base-growth mechanism for the synthesis of germanium nanowires and 
(b) SEM image of a second crop of Ge NWs on the steel substrate. 
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contaminating 'head' that is typical for the VLS growth. An added advantage of this method is 
that the Fe-Ge bed can be re-used for harvesting second and more crops of nanowires on the 
same substrate (fig. 3a). Fig. 3b shows the SEM image of a second crop of nanowires grown on 
the same iron substrate. 

A number of nanowire samples were investigated to confirm the presence or absence of the 
alloy droplet at the tip of the nanowires, however, the metal particle attached nanowire typical 
for Au-Ge system could not be identified in high resolution TEM analyses. The X-ray 
photoelectron spectra (XPS) (fig. 4a) of the Ge NWs were recorded to determine the surface 
composition of the CVD deposits. No evidence for the presence of Fe could be detected in NWs 
grown on iron substrates despite long acquisition times (fig. 4a). 

(a) GeNWs 

Gc (Auger) 
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200   220   240   260   280   300    320   340   360   380   400 

Raman Shift (cm") 

Figure 4. (a) XPS overview spectra of (a) as-deposited Ge whiskers and Ge NWs, and (b) Ge 
NWs after Ar* sputtering and (b) Raman spectra of Ge NWs and Ge standard. 

Figure 4b shows the Raman spectra of bulk and NWs specimens of germanium. When 
compared to the characteristic peak of bulk Ge (300.5 cm"') with a full width at half-maximum 
(FWHM) of 2.7 cm'', the Raman spectrum of Ge NWs shows two spectral features (A and B), 
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which are shifted to lower frequency. The strong and sharp peak (A) can be interpreted as the 
contribution of the crystalline Ge core whereas the broad shoulder (B), in view of the published 
data [19], can be assigned to a-Ge or small Ge nanocrystals. 

In summary, single crystalline Ge NWs are synthesized by low pressure chemical vapour 
deposition of a molecular precursor, [GeCCsHs):]. The low decomposition temperature can be 
attributed to the weak metal-ligand interaction in the CsHs-Ge-CsHs unit. The clean stripping of 
organic ligands generates Ge(0) atoms and clusters in the gas phase that are responsible for the 
growth of Ge NWs. The growth occurs through a base-growth model based on a Ge-Fe epilayer 
formed by the interaction of energetic Ge species with Fe substrate under reduced pressure and 
elevated surface temperature. The formation of a quasi-liquid Fe-Ge epilayer and the landing of 
Ge ions and clusters on the metallic surface (due to higher charge transfer rate) suggest the 
overall growth process to be a combination of VLS and charged cluster growth models. Our 
efforts to investigate the electrical and optical properties of individual nanowires are currently 
underway. 
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ABSTRACT 

Compound semiconductor nanocrystals (quantum dots) exhibit unique size-dependent 
optoelectronic properties making them attractive for a variety of applications, including 
ultrasensitive biological detection, high-density information storage, solar energy conversion, 
and photocatalysis. There is presently a great need for developing scalable techniques that allow 
efficient synthesis, size control, and functionalization of quantum dots, without a loss of the 
desirable optical properties. We report experimental results on the properties and surface 
modification of ZnSe nanoparticles grown by a continuous vapor-phase technique utiUzing an 
axisymmetric counterflow jet reactor. Luminescent ZnSe nanocrystals were obtained at room 
temperature by reacting vapors of dimethylzinc:triethylamine adduct with hydrogen selenide, 
diluted in a hydrogen carrier gas. The two reactants were supplied from opposite inlets of the 
counterflow jet configuration and initiated particle nucleation in a region near the stagnation 
point of the laminar flow field. Surface modification of nanoparticles by adsorption of 1- 
pentanethiol was used to control the rate of particle coalescence. The counterflow jet technique 
can be scaled up for commercial production and is compatible with other vapor-phase processing 
techniques used in the microelectronics industry. 

INTRODUCTION 

II-VI semiconductor nanocrystals, e.g., CdSe, CdS, ZnSe and ZnS, are exciting materials 
exhibiting size-dependent luminescence when their size becomes smaller than the mean 
separation of an optically excited electron-hole pair (Bohr radius). These materials, also called 
"quantum dots", exhibit quantum confinement effects that shift the onset of absorption and 
emission maxima towards higher energy with decreasing particle size. The bright luminescence 
and small size of quantum dots makes them ideal luminescent tags for studying biomolecular 
interactions and for developing multiplexed optical biosensors [1,2]. New functional materials 
are also being envisioned, having nanocrystals, instead of atoms, as the building blocks of a 
lattice. Nanocrystals can be also used for developing novel inorganic/organic nanocomposites. 

There is currently a great need for developing flexible, scalable, and cost-effective 
techniques for controlled synthesis and surface functionalization of semiconductor nanocrystals. 
The desirable properties of the synthesized nanocrystals, that any preparation technique must 
address, include a defect-free crystalline structure, narrow size distribution, chemical purity, and 
a surface structure that allows functionalization by chemisorption of organic molecules, without 
significant loss in the luminescence quantum yield [3]. 

*Corresponding author. E-mail: tjm@eng.buffalo.edu ortmountzi@nsf.gov 
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Over the past decade, a considerable effort has been devoted to the synthesis of compound 
semiconductor nanocrystals using a variety of techniques. Several solution-based chemical 
methods have been reported and can be classified into three main categories [4]: 
(a) Molecular precursor methods in which the precursors are decomposed in a coordinating 
solvent at relatively high temperatures ( ~300"C). 
(b) Controlled precipitation in solution. 
(c) Synthesis in a structured medium using various templates, such as: zeolites, micelles, 
microemulsions, gels, and glasses. 
These techniques have been used for producing luminescent nanocrystals and core-shell 
structures of various IT-VI semiconductors, with the first approach being the most successful. 

On the other hand, most of the reported vapor-phase techniques have either failed to produce 
optically-active nanoparticles or do not provide the necessary control over particle size, with a 
few exceptions [5]. However, these techniques are compatible with the current infrastructure of 
the microelectronics industry, provide better control on product purity and are easier to scale up. 

This paper discusses the growth of ZnSe nanocrystals. ZnSe has a "wide" band gap of 2.7 
eV at room temperature that makes it useful for optoelectronic applications in the UV-blue-green 
part of tlie spectmm. High-quality ZnSe quantum dots have been synthesized from 
organomctallic precursors in a hot alkylamine coordination solvent [6]. Other reported ZnSe 
preparation methods include anested precipitation [7] and precipitation from sol-gel solutions [8]. 

The objective of our work is the development of a vapor-phase technique for controlled 
synthesis of semiconductor nanocrystals using a counterflow jet reactor [9]. To grow ZnSe 
nanocrystals in such a reactor, vapors of dimethylzinc:triethylamine adduct and hydrogen 
selenide gas, both diluted in hydrogen, are introduced from opposite sides of a counterflow jet 
configuration under laminar flow conditions (Figure 1). Particle nucleation takes place when the 
reactants mix in a region near the stagnation point. The initial ZnSe nuclei grow by surface 
reactions with unreacted precursors and by cluster-cluster coalescence. The clusters continue to 
grow by coalescence and they form primary nanocrystals through an annealing mechanism. The 
energy release during coalescence is responsible for the annealing. The primary nanocrystals 
subsequently grow by coalescence into larger polycrystalline nanoparticles [9]. Even larger 
nanoparticle aggregates eventually form as the characteristic time for sintering becomes greater 
than the characteristic time for particle-particle coUisions [10]. 

The ultimate objective of our investigation is the elucidation of the links between 
processing conditions and particle properties, such as size distribution, crystallinity, and 
morphology. We are also interested in controlling the particle growth rate by introducing 
coalescence inhibitors that passivate and functionalize their surface. Surface passivation and 
functionalization (without significant loss of luminescence) are key factors for successful 
utilization of the nanocrystals in practical applications. 

EXPERIMENTAL DETAILS 

A schematic of the counterflow jet reactor used in this study is shown in Figure 1. The 
reactor is an 8-inch O.D. stainless steel vacuum chamber, equipped with two vertical 3/4-inch 
O.D. 316 seamless stainless steel tubes that are aligned with the axis of the cylindrical vacuum 
chamber. A 1/4-inch O.D. vertical tube has been installed inside the lower 3/4-inch tube. Two 
horizontal 7.5-inch diameter aluminum plates that arc separated by a distance of 2/3-inch form 
the upper and lower walls of the counterflow region. The reactor is designed to produce an 
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Figure 1. Counterflow jet reactor and mechanism of ZnSe nanoparticle synthesis. 

axisymmetric flow pattern. The downstream ends of the inlet tubes are fitted with a fine stainless 
steel mesh to generate plug flow conditions at the two reactor inlets. The gases from the two 
inlets form a laminar stagnation-flow pattern at the reactor center (verified by flow visualization 
using Ti02 smoke particle tracing) and subsequently flow radially towards six exhaust ports that 
are evenly distributed around the perimeter of the cyUndrical vessel. A gas-handling manifold 
typical for Metalorganic Vapor Phase Epitaxy (MOVPE) reactors was used to deliver the Zn and 
Se precursors, both diluted in hydrogen [11]. The entire system was placed in a vented enclosure 
because the precursors are toxic materials. A hydride detector and a hydrogen detector were used 
for safety reasons. 

Hydrogen selenide, H2Se, 5% mixture in H2 was introduced from the upper tube. The lower 
jet contained an inner tube (1/4-inch O.D.) and an outer tube (3/4- inch O.D.). The inner tube 
was used to deliver vapors of dimethylzinc:triethylamine (DMZ-TEA) adduct, i.e. (CH3)2Zn: 
N(C2H5)3, both diluted in hydrogen. The annular region was used to deliver additional hydrogen 
for dilution of the Zn precursor. It was also used for the delivery of vapors of 1-pentanethiol for 
controlling the rate of particle coalescence. The specific Zn and Se precursors were chosen 
because of their reactivity, even at room temperature. The experimental observations indicate 
that there are multiple steps involved in the formation of nanocrystals, polycrystalline 
nanoparticles, and eventually nanoparticle aggregates (shown schematically in Figure 1). 

The reactor was operated at pressures between 74 and 360 Torr and room temperature. The 
flow rates of each precursor were controlled using electronic mass flow controllers (Edwards). 
The typical flow rate for the H2Se/H2 mixture entering the reactor through the upper jet was 50 
seem. The corresponding flow rate of H2 through the Zn precursor bubbler was 20 seem and was 
delivered to the reactor via the inner tube of the lower jet. The flow rate of hydrogen through the 
annulus of the lower jet was 30 seem. The same flow rate was used when this stream was passed 
through a bubbler containing 1-pentanethiol before flowing through the annulus. Under typical 
conditions, the VI/II ratio was 3.2 to 1 and the mole fraction of the Zn precursor in the lower jet 
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was 3.9 X 10'^. The particles were collected for analysis on Si wafers, fused silica substrates, and 
TEM grids. A substrate holder was positioned at a distance of 3.5 cm from the reactor centerline. 
High-Resolution Transmission Electron Microscopy (HR-TEM), Raman spectroscopy, 
photoluminescence (PL), and Auger spectroscopy were used for nanoparticle characterization. 

DISCUSSION 

The particle formation was initiated in the gas-phase by an irreversible nucleation reaction 
between the two precursors. The overall reaction is spontaneous and exothermic: 

Zn(CH3)2 + H2Se -> ZnSe(s) + 2 CH4 ;   AH = -395 kJ/mol 
The ZnSe nuclei subsequently grow by surface reactions involving unreacted precursors and 

by cluster-cluster coalescence to form larger nanoparticles. Due to the fast nucleation rate, 
surface growth reactions are a secondary mechanism for particle growth in this case. The most 
important mechanism appears to be particle-particle coalescence. As the particle size increases, 
the rate of coalescence becomes slower than the particle collision rate and particle aggregates are 
produced. Despite the low growth temperature, crystalline nanoparticles are obtained, mo.st 
probably due to the local energy release during particle-particle coalescence [12]. The reactions 
between the two precursors (and the surface reactions between the precursors and the particles) 
are also exothermic, thus supplying a secondary energy source to the growing particles. The local 
energy release is apparently high enough to heat the particles and increase the mobility of the Zn 
and Se atoms, thus producing crystalline structures through an annealing mechanism. 

TEM images of nanoparticles collected at three different operating pressures are shown in 
Figure 2. At 74 Torr (Figure 2a), dendritic features are observed consisting of amorphous and 
crystalline nanoparticles with sizes smaller than lOOnm. The amorphous particles obtained at low 
pressures are probably the result of a slower nucleation rate, due infrequent collisions between 
unreacted precursors. The slow nucleation rate results in higher availability of precursors for 
surface growth reactions. This enables the surface growth mechanism to become significant at 
lower pressures and limits the coalescence growth mechanism. The latter can yield mostly 
crystalline particles, due to the significant energy release associated with it. The smaller energy 
release during the reactions of precursors on the surface of the particles is usually not sufficient 
for annealing them. As a result, more amorphous particles form at low pressures. At two higher 
pressures of 120 and 360 TOIT (Fig. 2b and 2c) dendritic structures are not obtained. Spherical 
aggregates arc observed at 120 TOIT and a finer deposit containing nanocrystals at 360 Torr. 

#«ni9 
5nm 

(a) P=74 Torr (b) P=120 Torr (c) P=360 Torr (d) HR-TEM 

Figure 2. TEM micrographs of ZnSe nanoparticles synthesized at different operating pressures. 
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Figure 3. Photoluminescence spectrum of ZnSe nanoparticles (reactor pressure: 120 Torr). 

As the reactor pressure increases the nucleation rate increases too, resulting in higher 
particle number density and smaller average particle size. The critical size for the onset of 
confinement effects in ZnSe is 9nm. At 120 Torr (Figure 2b) a typical deposit collected on the 
TEM grids consists of primary nanocrystals, polycrystalline nanoparticles formed by nanocrystal 
coagulation, and larger spherical aggregates of these nanoparticles. At 360 Torr (Figure 2c) the 
deposit collected is denser and consists of primary nanocrystals with sizes smaller than 10 nm 
and larger nanoparticles. The crystalline structure of a typical primary nanocrystal, embedded in 
the deposit collected at 360 Torr, is shown in the HR-TEM micrograph of Figure 2d. 

The room-temperature photoluminescence spectrum of a deposit collected on fused silica at 
120 Torr (Figure 3) exhibits a bimodal nanocrystal size distribution, consistent with a 
coalescence growth mechanism that progressively produces larger nanocrystals. The average size 
of the two nanocrystal populations was estimated from the PL data to be 2.3nm and 3.3nm using 
the procedure described in [13]. The nanocrystals exhibit size-dependent luminescence with the 
smaller particles emitting at shorter wavelengths. Nanocrystals with sizes larger than the critical 
one emit at the wavelength of bulk ZnSe, which is 460nm at room temperature. Auger electron 
spectroscopy was performed to determine the elemental composition profile of the deposits. The 
Zn to Se ratio was found to be 1:1 and remained approximately constant throughout the profile. 

To control the rate of particle coalescence, vapors of 1-pentanethiol (diluted in hydrogen) 
were introduced from the annular region of the lower jet (Figure 1). The molecules of 1- 
pentanethiol can adsorb on the surface of ZnSe to form a self-assembled monolayer, thus 
producing a barrier during particle coalescence. The effects of using the coagulation inhibitor on 
the morphology of the deposits obtained at 120 Torr are shown in Figure 4. The HR-TEM 
micrographs indicate a significant increase in the concentration of smaller particles during 
growth in the presence of the coagulation inhibitor. Experiments are underway to assess the 
effects of using 1-pentanethiol and other thiols on the primary nanocrystal size and luminescence 
characteristics. The use of bifunctional thiols as surface functionalizing units is also planned, in 
an effort to simultaneously control the particle size distribution and functionalize the surface of 
the particles, thus enabling subsequent dispersion of nanocrystals in water or organic solvents. 
This is a necessary step for linking the nanocrystals with biomolecules or macromolecules. 
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Figure 4. TEM pictures of ZnSe nanoparticle deposits obtained at 120 Torn (a) Without using a 
coagulation inhibitor, (b) In the presence of a coagulation inhibitor (1 -pentanethiol). 

CONCLUSIONS 

In conclusion, a vapor-phase technique for synthesis of luminescent II-VI nanocrystals with 
sizes below the confinement threshold has been developed. The technique utilizes a counterflow 
jet reactor operating at room temperature [9]. ZnSe nanocrystal synthesis has been performed 
under various operating conditions to identify the most attractive ones for maximizing the yield 
of crystalline particles that exhibit size-dependent luminescence. The use of 1-pentanethiol as a 
coagulation inhibitor resulted in the fomiation of smaller particle aggregates. Experiments are 
underway to reveal the fundamental links between processing conditions and particle properties. 
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ABSTRACT 

A scalable, room-temperature technique for controlled synthesis of luminescent II-VI 
nanocrystals has been developed by using the dispersed phase of stable, well-characterized 
microemulsions as templates for nanoparticle synthesis. The microemulsions were formed by 
self-assembly of poly (ethylene oxide)-poly (propylene oxide)-poly (ethylene oxide) (PEO-PPO- 
PEO) amphiphilic block copolymer and heptane in formamide. By adjusting the surfactant to 
dispersed phase ratio, stable microemulsions were obtained with droplet diameter of ~40nm. 
These microemulsions avoid problems or rapid droplet-droplet coalescence that hamper reverse 
micelles and lead to polydisperse particle populations. Luminescent ZnSe quantum dots were 
synthesized by reacting diethylzinc (dissolved in the heptane dispersed phase) with hydrogen 
selenide gas (diluted in hydrogen). The gas was bubbled through the microemulsion, dissolved in 
the formamide, and diffused to the nanodroplet interfaces to react with diethylzinc. The 
experiments indicate that a single nanocrystal is formed in each nanodroplet by coalescence of 
clusters (nuclei) and smaller crystals. The energy released during coalescence is sufficient to 
anneal die clusters into high-quality crystals. The process allows precise control of nanocrystal 
size by adjusting the initial concentration of diethylzinc in heptane. The "as grown" nanocrystals 
exhibit size-dependent luminescence, narrow and symmetric emission, good monodi-spersity 
(confirmed by TEM analysis), and excellent photochemical stability. The technique is currently 
being extended to the synthesis of CdSe nanocrystals with promising preliminary results. 

INTRODUCTION 

Compound semiconductor nanocrystals (quantum dots) with sizes between 2-10 nm, or 
having -10-50 atoms along the nanocrystal diameter, are exciting materials exhibiting size- 
dependent properties due to quantum confinement effects [1-3]. Nanocrystals of CdSe, CdS, 
ZnS or ZnSe have been shown to exhibit size-dependent luminescence and absorption, broad 
excitation by almost all wavelengths smaller than the emission wavelength, high brightness, 
narrow and symmetric emission, photochemical stability, negligible photobleaching, and long 
fluorescence lifetime. In addition to playing an important role in fundamental studies on solid- 
state physics, materials science, and thermodynamics [4], quantum dots can be used in a wide 
range of appHcations, e.g. in photovoltaic devices [5], and as fluorescent biological labels [6]. 
ZnSe is a wide band gap material that can be used for developing devices operating in the UV- 
blue-green part of the spectrum. Highly luminescent quantum dots of ZnSe have been 
synthesized from organometallic precursors in a hot alkylamine coordination solvent [7]. 
Diluted magnetic semiconductor nanocrystals, e.g. (Zn,Mn)Se, have been identified as materials 
for "spintronic" devices, i.e. devices that manipulate the spin of individual electrons [8]. 

* Corresponding author. E-mail: tjm@eng.buffalo.edu 
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The most commonly used synthesis routes for compound semiconductor nanocrystals are: 
(1) Organometallic synthesis in a trioctylphosphine (TOP)/trioctyIphosphine oxide (TOPO) 
and/or hexadecylamine (HDA) coordination solvent at ~ 300 °C, and (2) Synthesis in reverse 
micelles, which are dispersions of an aqueous phase in a non-polar solvent, stabilized by 
amphiphilic molecules. To obtain monodispcrse nanocrystal populations by the first technique, 
instantaneous injection of the reactants, uniform nucleation over the entire mass of the 
coordination solvent, and perfect mixing are required. These conditions are difficult to achieve in 
practice, but selective precipitation techniques can narrow down the particle size distribution [2]. 
Reverse micelles on the other hand could provide a template for precise control of particle size, 
under ideal conditions. In practice, the fast dynamics of droplet-droplet coalescence in water-in- 
oil microcmulsions lead to the formation of clusters and polydisperse particle populations [9]. 

The technique presented here utilizes stable, well-characterized heptane-in-formamide 
microcmulsions that avoid the rapid droplet-droplet coalescence problem hampering the reverse 
micelles. A group II alkyl is dissolved in the heptane of the dispersed phase and a group VI 
hydride gas is bubbled through the microemulsion to yield II-VI particles inside the 
nanodroplets. Coalescence of the clusters formed inside the droplets yields a single nanocrystal 
per nanodroplct, whose crystalline stmcture can be attributed to the energy released during 
coalescence. Tcmplating of the nanocrystal synthesis by the microcmulsions allows precise 
control of particle size by adjusting the initial concentration of group II alkyl in heptane. 

EXPERIMENTAL DETAILS 

Diethylzinc ((C2H5)2Zn, IM solution in n-hcptane), formamide (CH3NO, 99.5-1- %), and n- 
heptane (n-CvHie, 99%) were purchased from Aldrich. Electronic-grade hydrogen selenide gas 
(HjSe, 5% mixture with H2) was purcha.sed from Solkatronic Chemicals. Pluronic PI05, poly 
(ethylene oxide)-poly (propylene oxide)-poly (ethylene oxide) or PEO-PPO-PEO block 
copolymer (EO^VPOSHEOS?, with MW of 6,500 and 50% PEO content), was provided by BASF 
Coiporation. All chemicals were used "as received". Care was taken to avoid exposure of the 
hygroscopic formamide and PEO-PPO-PEO to atmospheric moisture. Standard airless 
techniques were used to avoid exposure of diethylzinc to oxygen and moisture. 

The diethylzinc-containing microemulsions were formed as follows: (a) 3.33 gr PEO-PPO- 
PEO was added to 20 ml formamide and the mixture was stirred for 1.5 hrs. (b) 0.5 ml of 
dicthylzinc-hcptane solution was added to PEO-PPO-PEO/formamide solution under nitrogen, 
(c) The final mixture was sonicated for 1.5 hrs. The resulting liquid was tran.sparent and 
homogeneous, an indication that a microemulsion was formed [10]. It was subsequently 
transferred to the reactor (located in a vented enclosure) under nitrogen. A flow of 20 seem 5% 
hydrogen selenide in hydrogen was bubbled through the microemulsion for 15 min, sufficient 
time for converting all the diethylzinc to ZnSe. The reactor was subsequently purged with 
nitrogen for 1 hr to remove all traces of hydrogen selenide. The gases exiting the reactor were 
passed through a cracking furnace and a bed of adsorbents before released into a fume hood. A 
hydride detector was used to ensure personnel safety. 

Photoluminescence (PL) emission spectra were obtained by loading samples from the 
reactor into quartz cuvettes and analyzing them using a 0.5 m single-stage spectrometer (CVI 
Laser Corp.), equipped with a thcrmoclectrically-cooled multi-channel CCD detector (Camera 
AD-205 working in the wavelength range of 200 - 1100 nm). A 325 nm line of a 20 mW He-Cd 
UV laser (Melles Giot) was used to excite the nanocrystals. Transmission spectra from samples 
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loaded in quartz cuvettes were obtained by using a 150 W Xenon lamp (UV) and a 0.35 m 
scanning monochromator (McPherson) with PMT pliase sensitive detection. The samples used 
for Transmission Electron Microscopy (TEM) were prepared by placing a drop of the processed 
microemulsion on a 400-mesh carbon-coated copper grid (Ernest F. FuUam, Inc.) and leaving it 
under vacuum for 48 hours to evaporate all solvents. The instrument used was a JEOL JEM 2010 
high-resolution TEM, operated at 200 kV, with a point-to-point resolution of 0.193 nm. Dynamic 
light scattering was performed to estimate the microemulsion droplet size, prior to each synthesis 
experiment, using a model 95 argon ion laser (Lexel Corp.) with a BI-200SM goniometer 
detector (Brookhaven Instruments Corp.) operating at an angle of 90°. X-ray diffraction was 
performed using a Siemens D500 XR diffractometer. 

DISCUSSION 

The mechanism of ZnSe nanocrystal growth by using the microemulsion-gas contacting 
technique is shown schematically in Fig. 1. The microemulsions were formed by self-assembly 
using a solution of diethylzinc in n-heptane as the dispersed oil phase, formamide as the polar 
continuous phase, and an amphiphilic block copolymer, PEO-PPO-PEO, as the surfactant. PEO 
is the formamide-soluble block and PPO the heptane-soluble block. PEO-PPO block copolymers 
represent an exciting class of amphiphilic molecules with high versatility in terms of self- 
assembly and corresponding practical applications [11]. Imhof et al. [12] tested a variety of 
different combinations of amphiphiles with non-aqueous polar solvents, and reported that PEO- 
PPO-PEO block copolymers form very stable emulsions in formamide. Formamide was used 
instead of water, because it is sufficiently polar to be immiscible in heptane and does not react 
with diethylzinc. Hydrogen selenide gas diluted in hydrogen was bubbled through the 
microemulsion at room temperature and atmospheric pressure, diffused through the interface of 
the nanodroplets, and reacted with diethylzinc to yield ZnSe and ethane gas. A single ZnSe 
nanocrystal was formed in each droplet, thus allowing precise particle size control by 
manipulation of the initial diethylzinc concentration in heptane. 

Heptane + Diethylzinc 

■^ 

Ultrasound 

Formamide + PEO-PPO-PEO 

Reaction 
 ► 

ZnSe Nucleation 
HjSe diffusion 

Figure 1. Growth of ZnSe nanocrystals by microemulsion-gas contacting 

Single ZnSe nanocrystal 
per nanodroplet 
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Figure 2. X-ray diffraction pattern from ZnSe particle aggregates obtained by reacting 
diethylzinc (diluted in heptane) with hydrogen selenide gas (diluted in hydrogen) at room 
temperature. The vertical lines at 27.2", 45.2°, and 53.6° correspond to the expected diffraction 
angles by the (111), (220), and (311) planes of cubic ZnSe. 

The overall reaction is: H2Se(g) + Zn(C2H5)2(i) -> ZnSe(s) + 2C2H6(g). It is spontaneous and 
exothermic with heat of reaction -380 kJ/mole [13,14]. The reaction can yield crystalline cubic 
(zinc blende) ZnSe at room temperature in the vapor phase [15] and hquid phase. The latter was 
demonstrated by bubbling HaSe gas as a 5% mixture with Ha through a O.IM solution of 
diethylzinc in heptane at room temperature. The X-ray diffraction pattern of particle aggregates 
taken by this "proof of principle" experiment is shown in Fig. 2. The three main diffraction peaks 
exactly match the standard peaks for cubic ZnSe. 

A mixture of 12.6 wt% PEO-PPO-PEO and 1.3 wt% n-heptane in formamide was found to 
form very stable microemulsions with a droplet diameter of -40 nm (as confirmed by light 
scattering analysis) and was used for the ZnSe nanocrystal growth experiments. Particle 
nucleation probably occurs simultaneously at different locations inside each nanodroplet and the 
nuclei subsequently grow by addition of precursors to their surface (i.e. by surface growth 
reactions) and by particle-particle coalescence. Coalescence of all primary particles formed 
inside each droplet eventually leads to a single ZnSe particle. The energy released by the reaction 
between the precursors and by particle-particle coalescence is sufficient to increase the 
temperature locally [16], thus enabling the formation of crystalline particles through annealing. 
The macroscopic temperature of the mixture remains constant (room temperature). The apparent 
melting point of nanoparticles is suppressed as their size decreases [15] and, as a result, 
annealing requires a smaller increase in temperature than that for bulk crystals. 

Based on the hypothesis that a single nanocrystal is formed in each nanodroplet, we 
calculated the amount of diethylzinc in heptane required to obtain certain nanocrystal sizes under 
ideal conditions. For initial diethylzinc concentrations in heptane of 0.3, 0.03, and 0.003 M, and 
for a fixed microemulsion droplet diameter of 40 nm, the target particle size was estimated to be 
8 nm, 3.7 nm and 1.7 nm, respectively. The ZnSe nanocrystals obtained by the series of 
experiments exhibit size dependent luminescence as shown in Fig. 3a. There is a systematic blue 
shift of the emission peak from sample 1 to sample 3, corresponding to 0.3, 0.03, and 0.003 M 
diethylzinc concentration in heptane, which clearly indicates that the average size of the 
nanocrystals decreases. The expected emission wavelength from bulk ZnSe is 460 nm at room 
temperature. The peaks are single, symmetric, and narrow, indicating good control on particle 
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Figure 3. (a) Photoluminescence spectra of ZnSe quantum dots obtained by microemulsion-gas 
contacting. The emission wavelength is blue-shifted compared to bulk ZnSe (460nm) as the 
particle size decreases. The three curves, (1), (2), and (3) correspond to 0.3,0.03, and 0.003 M 
diethylzinc concentration in heptane. The inset is a schematic of a ZnSe quantum dot 
encapsulated in a heptane nanodroplet. (b) Superposition of photoluminescence and transmission 
spectra for curve 3 in (a), (c) High-resolution TEM image of ZnSe nanocrystal obtained by 
processing a 0.3 M diethylzinc solution in a 40 nm heptane nanodroplets (curve 1 in (a)). 

size and crystal structure without any post-processing step. A comparison between the PL and 
corresponding transmission spectra for sample 3 is shown in Fig. 3b. The nanoparticles of this 
sample absorb at wavelengths between 428 nm (a) and 453 nm (c). Feature (b) (at 467 nm) is 
attributed to absorption from larger ZnSe particles, because its wavelength coincides with the 
room-temperature absorption from bulk ZnSe. The observed emission peak (d) lies within the 
absorption wavelength interval (a-c). Since the emission spectrum reflects the distribution of 
particle sizes, the fact that its peak (i.e. the most probable size) is within the absorption feature 
indicates that the emission and absorption spectra coincide [17]. TEM images from sample 1 
showed almost spherical nanocrystals with diameters of 6 ± 0.7 nm. A high resolution TEM 
image of such a nanocrystal is shown in Fig. 3c. This indicates that the initial hypothesis for 
single nanocrystal formation per nanodroplet is reasonable. The technique can also offer 
flexibility in functionalization. For example, thiol-conjugated molecules can be dissolved in the 
heptane nanodroplets for in situ functionalization of the nanocrystals upon synthesis. 

CONCLUSIONS 

In conclusion, a novel microemulsion-gas contacting technique has been developed for 
controlled synthesis of compound semiconductor nanocrystals that utiUzes the dispersed phase of 
a heptane/PEO-PPO-PEO/formamide microemulsion to form numerous identical nanoreactors, 
thus enabUng precise control of particle size. The technique employs reactions between group-II 
alkyls and group-VI hydrides, similar to those used by the microelectronics industry for 
Metalorganic Vapor Phase Epitaxy of high quality thin films [18,19], and can be scaled up for 
industrial production. The growth of luminescent ZnSe quantum dots was demonstrated by 
reacting diethylzinc, dissolved in heptane nanodroplets, with hydrogen selenide gas bubbled 
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through the microemulsion. Nanocrystal size and optical properties were tuned by changing the 
initial concentration of diethylzinc in the heptane nanodroplets. The microemulsion-encapsulated 
nanocrystals exhibit single, symmetric, and narrow photoluminescence, indicating good control 
on particle size and crystal structure without any post-processing step. They are also very stable 
with photoluminescence and absorption spectra that remain unchanged over a period of several 
months. The technique is currently being extended to CdSe nanocrystal synthesis. X-ray 
diffraction patterns obtained from CdSe particles synthesized by bubbling hydrogen selenide 
diluted in hydrogen through a dimethylcadmium solution in heptane at room temperature 
confirm the formation of cubic CdSe. Experiments are underway to synthesize CdSe 
nanocrystals by the microemulsion-gas contacting technique. 
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ABSTRACT 

Photoinduced conductivity changes and effects of thermal annealing in carbon 
nanotube transistors have been examined. Low-intensity ultraviolet light significantly 
reduces the p-channel conductance while simultaneously increasing the n-channel 
conductance. A combination of optical absorption and electron transport measurements 
reveals that these changes occur without variations in dopant concentrations. 
Measurements with different metals reveal that UV induces oxygen desorption from the 
electrodes rather than from nanotubes. In Ti-nanombe contact where the Schottky barrier 
plays an important role, photodesorption of oxygen mainly occurs from the native oxide 
of Ti electrodes. Decrease in the p-channel conductance arises from the metal work 
function change which causes larger hole Schottky barrier. Non-Schottky Pd-contacted 
nanotube transistors do not show photodesorption effects with low intensity UV. 
Thermal annealing of nanotube transistors with Ti/Au electrodes also leads to the 
disappearance of the photodesorption effects. However, a noticeable p-doping is 
observed to upon air exposure after thermal annealing. 

INTRODUCTION 

Single-walled carbon nanotabes (SWNTs)' with diameter and chirality dependent 
electronic structure have provided a unique system to study 1-D electron transport 
properties.^ A variety of potential applications ranging from computer logic circuits' to 
chemical sensors'* has also been demonstrated. With an increasing interest in their optical 
properties,' a combination of their unique electrical conductivity with optical effects 
should open up new opportunities. However, relatively little is known about how light 
affects the transport properties of SWNTs. 

A striking decrease in the electrical conductance of SWNT field-effect transistors 
(FETs) has recently been observed and has been attributed to oxygen photodesorption.^'' 
The extreme sensitivity of electrical conductivity of nanotubes to oxygen is an important 
and currently debated issue. ^•''"' One of the limiting consequences of oxygen adsorption 
has been the suppression of n-channel conduction. Initially, p-doping has been suggested 
to occur due to oxygen adsorption on nanotubes."''° More recently, Schottky barriers at 
the metal-nanotube contacts have been shown to determine many transport properties of 
SWNT PETs"''^ and the apparent p-type-only observation has been attributed to work 
function changes brought on by oxygen adsorption on metal electrodes resulting in 
asymmetric Schottky barriers rather than doping effects.' Understanding how 
photoinduced desorption of oxygen alters nanotube transistor characteristics will provide 
new insights into the role of oxygen on the observed properties of carbon nanotubes and 
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will be required for any potential optoelectronic applications. Here, we show that 
photodcsorption of oxygen occurs from the metal electrodes and does not cause doping 
level changes. Thennal annealing followed by air exposure, on the other hand, induces 
p-doping. 

EXPERIMENTAL DETAILS 

Individual SWNT FETs were fabricated by patterned chemical vapor deposition 
(CVD) as described elsewhere." Metal electrodes (Au with Ti wetting layer or direct Pd 
contact) were deposited on top of the nanotubes after lithography. The device geometry 
is shown on the left side of fig. 1. Films of nanotubes were made by spraying ethanol 
suspension on glass slides for arc-discharge tubes (Carbolex) or grown directly on 
sapphire substrates for CVD tubes. Samples were equilibrated in air prior to 
measurements. Unless otherwise noted, monochromatic light source from a SPEX 
Fluoromax-3 spectrofluorometer with a 150 W Xe arc lamp collected with a quartz fiber 
optic was used. In all cases, light intensities are < 2 mW/cm . 

docay duo to UV 

-10 0 10 
Gate Voltage (V) 

Figure 1. Nanotube transistor geometry (left) and changes brought on by low intensity 
UV exposure to the gate dependence of conductance (right). 

DISCUSSION 

Figure 1 (right) shows the gate dependence of the conductance of a nanotube 
transistor at different times of UV exposure (photon energy = 4.14 eV, 0.21 eV full-width 
at half maximum, and intensity = 1.8 mW/cm^) under Ar. There are no significant shifts 
in the threshold voltage in both forward and reverse gate voltage sweeps upon UV 
irradiation (only negative to positive sweep is shown for clarity). The prominent changes 
are the nearly complete disappearance of the p-channel at negative gate voltages and the 
simultaneous increase in the n-channel. If the conductivity change arises from doping 
level variations, a shift in the threshold voltage without an increase or a decrease in both 
conduction channels is expected.   Decrease in the work function of the metal contact, on 
the other hand, should result in larger hole Schottky barrier and smaller electron barrier 
leading to gate dependence change similar to that shown in fig.l. While these results 
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suggest that photodesorption of oxygen occurs without doping level changes, it should be 
noted that the determination of dopant concentrations based solely on gate-dependence 
can be misleading especially due to large hysteresis. 14.15,16 The threshold voltage can 
vary as much as 10 V depending on the gate voltage sweep direction, rate and range. 
Therefore, we have kept these measurement parameters constant. For more conclusive 
evidence, optical measurements are compared. 

Figure 2a shows the near-IR absorption spectra of a film of arc-discharge tubes 
before (1) and after (2) UV irradiation (intensity ~ 2 mW/cm^ from a Hg arc lamp with 
photon energy maximum at 4.9 eV). The main peak at -0.67 eV corresponds to the 
transition between the first two van Hove singularities of semiconducting nanotubes 
(often referred to as Si i transition). The second peak at ~1.2 eV is the transition between 
the second pair of van Hove singularities (S22 transition). When there is an increase in 
the charge carrier density caused by doping (e.g. by acid treatment, alkali metal or 
halogen doping, and electrochemical doping), a bleach in the Si 1 transition is expected. 
Conversely, a decrease in the number of charge carriers should result in an increased 
absorption at this transition. If we consider O2 as a p-dopant, then the latter case applies. 
Although more than 30% decrease in the conductance is observed in fig. 2(b) inset, no 
change in the Si 1 transition is seen in the difference spectrum in fig. 2(b). Films of CVD 
tubes show similar response to UV exposure. These results combined with 
measurements on nanotube transistors show that low intensity UV-induced desorption of 
oxygen does not lead to doping level changes. 

0.5 0.6 0.7 0.8 0.9  1 
Energy (eV) 

Figure 2. (a) Near-lR absorption spectra of a film of arc-discharge nanotubes before 
(1) and after (2) UV irradiation. Spectrum 2 is offset for clarity. UV exposure is 
carried out in an N2 purged FTIR spectrometer. The difference spectrum is shown (b). 
The inset is the corresponding conductance change indicating that there is over a 30% 
decrease in the conductance without any dopant concentration change. 

Since oxygen desorption with low intensity UV does not cause doping changes, 
we explore the role of Schottky barriers directly by comparing different metal electrodes. 
Figure 3 compares the UV response of Ti- contacted nanotube transistor (a) with Pd- 
contacted transistor (b). With Ti-contact, nearly complete disappearance of p-channel 
conductance is observed in -10 s due to exposure to UV (photon energy = 4.14 eV, -0.21 
eV FWHM, and intensity < 2 mW/cm^). No significant changes are seen in Pd-contacted 
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nanotube transistors under same UV exposure conditions. Tlie overlaid curves in fig. 
3(b) are measurements every 10 s during UV exposure. Tiie extremely high on-state 
conductance (resistance at -15 V gate ~ 30kQ. at room temperature with ~ 4 |im channel 
length) in these transistors can be attributed to non-Schottky contacts. This non-Schottky 
contact along with 3 to 4 orders of magnitude smaller photodesorption cross sections for 
Pd compared to TiO:'* leads to the disappearance of the UV-induced conductance 
changes (in our low intensity limit) and shows that photodesorption of oxygen occurs at 
the metal electrodes rather than from nanotubes. 
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Figure 3. UV induced effects in Ti-contacted nanotube transistor (a). No significant 
effect is observed for non-Schottky Pd-contacts (b). The inset in (b) is an AFM image 
of the device. 

Similar disappearance of photodesorption effects are seen when Ti-contacted 
nanotube transistors (with Au on top of Ti) are annealed under Ar. This observation can 
be attributed to thermally induced diffusion of Au resulting in Au-nanotube contact as 
suggested by Yaish et al." We expect Au to have much smaller photodesorption cross 
sections than TiOz and non-Schottky contacts leading to the same explanation for the 

5000  6000   7000   8000   9000 10000 

QaW Voimgo (V) 

Figure 4. Effect of annealing (under Ar at 500"C for 20 min) on the nanotube 
transistor characteristics (a). Annealing and equilibrating in air also results in bleach 
of the band edge transitions in nanotube films (b). 
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disappearance of UV effect as in Pd-contacted transistors. We note that thicker Ti layer 
requires longer and higher temperature annealing to remove the UV-induced desorption 
effects further confirming that the photodesorption of oxygen occurs at the metal 
electrode. However, we also note that thermal annealing leads to increased p-doping as 
indicated by the positive shift in the threshold voltage in fig. 4a. Bleach in the optical 
absorption also confirms this effect as shown in fig. 4b. While the threshold shifts in 
single tube transistors occur instantaneously (i.e. within the time it takes to remove the 
sample from the annealing furnace to the measurement setup), the bleach in the band 
edge transition of nanotube films occurs over several days. 

CONCLUSION 

We have shown that low intensity UV irradiation leads to photodesorprion of 
oxygen from metal electrodes rather than from nanotubes. In Ti-contacted nanotube 
transistors, photodesorption occurs from the native oxide layer of Ti electrodes. Decay in 
p-channel conductance arises from increased Schottky barrier at Ti-nanotube contacts. 
With low intensity UV (< 2 mW/cm^) utilized here, no significant effects are seen in Au- 
and Pd-contacted nanotube transistors due to orders of magnitude smaller 
photodesorption cross sections and non-Schottky contacts. We have also observed that 
thermal annealing followed by air exposure leads to noticeable positive shift in the 
threshold voltage as well as bleach in the band edge absorption suggesting that possible 
p-doping effects of oxygen need to be more carefully examined. 
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Integration of fuUerenes and carbon nanotubes with aggressively scaled CMOS gate stacks 
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ABSTRACT 

Here we report the first study towards the integration of fuUerenes and carbon nanotubes (CNT) 
in the gate stack of CMOS technology, which is a promising hybrid approach of top-down and 
bottom-up fabrication process. Prospective processes for Ceo and CNT deposition over an 
aggressively scaled 2 nm gate oxide in the MOS capacitor structure have been monitored. CV 
measurements show minimal silicon contamination and interface states. Step charging at a 
specific voltage that corresponds to a fixed number density of Cm is used to establish the 
structural integrity and size-mono-dispersion of Ceo- The C V method can be further used to 
probe the charge injection into Ceo and its anions to establish fundamental understanding of their 
molecular orbital (MO) structure. 

INTRODUCTION 

Integration of carbon nanotubes and fuUerenes in silicon electronics is a new promising direction 
for device miniaturization towards the nanoscale. Conventional complimentary metal oxide 
semiconductor (CMOS) technology with the deep sub-50 nm drawn gate length [1] is pushing 
the limit of lithographic dimensions that can be mass produced. At this size scale and smaller, 
nature manufactures structures by self assembly with great precision and reliability. However, 
combination with top-down design patterns will collectively determine the functional density, 
because self-assembled homogeneous structures do not contain asymmetry to represent designer- 
defined information. Hence, a hybrid of bottom-up and top-down approach for device fabrication 
can provide critical links to engineering in the nanoscale. Carbon nanotubes (CNT) and 
fuUerenes have also stimulated great scientific interest. Carbon has rich chemistry and it self- 
assembles into these structures of low dimensions. The Ceo molecules can be used to replace 
nanocrystals in non-volatile memory devices. The mono-disperse nature and small size of Ceo in 
comparison with self-assembled semiconductor and metal nanocrystals [2-4], which have non- 
negligible size variation, will lead to large and accurate step charging into molecular orbitals 
(MO) and hence can potentially provide reliable multiple-level storage in a single device. On the 
other hand, CNT can be used as floating gates in CvMOS for nanometer scale sensor 
applications [5] and scaling studies beyond lithographic dimensions. However, there are 
iimninent challenges towards the goal of integration. MOS processing may involve high energy 
plasma and high temperaUire processes that can adversely affect the single or few shells of atoms 
that constitute the Ceo and CNT. Conversely, the new materials in the CMOS gate stack can 
potentially contaminate and degrade the MOS structure during processing. Hence a mutually 
compatible process development is necessary for any integration plan. In this paper. Ceo is 
integrated into the dielectric of a MOS capacitor structure as shown in Fig. la. The current study 
also lends itself to experimentaUy characterizing the electronic structure of Ceo in a dielectric by 
measuring Ceo energy levels as a function of successive charge injection [6]. 
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EXPERIMENTAL SETUP 

The three immediate challenges for process integration are a) deposition of fullerene and 
nanotubes on thin gate oxide without damage, b) the deposition of control oxide on the CNT and 
Ceo while ensuring their molecular integrity, and c) to monitor defects and contamination level at 
the Si/Si02 interface and in SiOa- Firstly, there are several possible approaches to dispense the 
molecules onto the substrate. Ceo and CNT can be dissolved in suitable solvents like 1,2- 
dichlorobenzene or oitho-dichlorobenzene (o-DCB), isopropyl alcohol (IPA), and acetone in a 
spin-on process [7, 8]. Fullerenes can be thermally evaporated. Nanotubes can be grown in situ 
using metal catalyst [9]. The in situ growth is not included in our initial investigation reported 
here. Furthermore, deposition of Si02 on carbon molecules was investigated with plasma 
enhanced chemical vapor deposition (PECVD), RF sputter deposition and e-beam evaporation of 
silica. Carbon nanotube field effect transistors (CNFET) were obtained for explicit process tests 
[10]. Oxide was deposited through different methods and drain current versus gate voltage sweep 
was monitored at a 10 mV drain voltage. CNT under evaporated oxide shows almost unaffected 
IV characteristics while other processes caused large degradations in IV characteristics. Hence, 
evaporated oxide was selected for control gate oxide growth. Finally, to monitor defect 
formation, contamination and process compatibility, the MOS capacitors with the different 
process variations were subjected to charge injection and CV analysis. 

Square MOS capacitor structures as shown in Fig. la were fabricated with lateral dimension 
varying from 10 jim to 250 \im as follows. Standard LOCOS isolation structure was fabricated 
on a boron implanted p-type wafer with a 2xl0''cm'' target surface doping [3]. After RCA clean, 
trichloroethane (TCA) dry oxidation is carried out for 2 nm Si02 growth at 750°C for 10 minutes 
[4]. After tunnel oxide growth, the wafers were subjected to different processes for studying Ceo 
deposition. Different solvents and a solution: (a) IPA (b) acetone and IPA (c) o-DCB and (d) a 
solution of Ceo in o-DCB, were spun on 4 different wafers. In another two wafers. Ceo was 
thermally evaporated to an effective thickness of (e) 4 A and (f) 6 A measured on quartz crystal 
microbalance using graphite material parameters. A control wafer (g) with no such additional 
processing was also present. Evaporated oxide was then deposited on all the wafers to a 
thickness of 20 nm by e-beam evaporation of silica. Chromium gates were deposited by e-beam 
evaporation and patterned by wet etching. The backside nitride and oxide was etched by reactive 
ion etching (RIE) and finally the substrate contact was made by sputtering aluminum. All 
devices underwent a rapid thermal anneal (RTA) for 10 minutes in Ha/Ar gas at 450°C. 

LOCOS Isolation  r 

(a)     JL' 
Control gate 

Evap. oxide^ 
•ffwrmat QMq« 

^ 
(b) Silicon 

Cso electronic 
levels 

Electron tunneling to 
available level In Ceo 

Fig. 1. (a) MOS capacitor structure and CV measurement setup for sample (e) with Ceo evaporate 
on the 2 nm tunnel oxide (b) Energy band structure (not to scale) of MOS capacitor (e) 
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ROOM TEMPERATURE MEASUREMENTS 

High frequency capacitance voltage (HFCV) analyses at 1 MHz ac test voltage were performed 
at room temperature for all 7 process wafers. Ultra-violet (UV) erasure for 20 minutes is 
performed to attempt erasing all trapped charges from the oxide and resetting the capacitors as 
practiced in the electrically erasable programmable read-only memory (EEPROM) devices [2-4]. 
A charging voltage (Vcharge) is appUed for 10 s followed by a CV measurement sweep. CV 
measurements show steep accumulation to inversion transition, close to the theoretical CV curve, 
which translates to acceptably low interface states. Deep depletion is easily visible for all devices 
at 0.5 V/s sweep rate, which indicated low concentration of generation sites and contamination 
free silicon. However the control oxide quality has a strong dependence on the Ceo dispension 
process. All the devices show injection of carriers into the oxide through the control gate except 
for the wafers treated with (a) PA and (b) acetone and IP A. Since the gate and channel have 
charge carriers of opposite polarity during CV sweeps, gate injection shifts CV curves in the 
opposite direction compared to when injection occurs through the channel side. Control gate 
injection makes any charge injection into the Ceo molecules difficult to characterize. Fig. 2(a) 
shows the shift in CV curves due to gate injection and subsequent motion in the reverse direction 
due to channel injection. Fig. 2(b) shows CV measurements of the trap-free oxide obtained from 
IPA spun on the tunnel oxide before control oxide evaporation. Charge injection and conduction 
in a thick insulator is dominated by trap based charge hopping mechanism that results in Poole- 
Frenkel currents, which is a strong function of temperature and the electric field. To deal with 
this non-ideal situation in our preUminary setup, low temperature measurements were used to 
eliminate conduction in the evaporated oxide. 

LOW TEMPERATURE MEAUREMENTS (T=10 K) 

Low temperature measurements were done on an ultra high vacuum (UHV) helium cooled probe 
station at 10 K. Field ionization of dopants can still give normal CV measurements. The CV 
measurements do not show charge injection for wafers (a-d) and (g). Only wafers (e) and (f) with 
evaporated Cw show charge injecfion (see Fig. 3a (i) and 3b (i)), which confirms the elimination 
of hopping transport. The capacitors with evaporated Ceo were charged at a Vcharge for 10s and 
then the CV sweep is performed to extract the flat band voltage (Vyt). Microscope light was used 
to generate minority carriers for electron injection in inversion. Vciu,rge was stepped to study the 
charge injection into Ceo- Fig. 3a (i) shows CV curves of the square capacitors with 250 |im 

IPA sample Control Sample 

5" 30 

. 0-3 

\ I   +    ^ 

-4-2024 -6            A            -2 

Gate Voltage (V) Gate Voltage (V) 

(a) (b) 

Fig. 2. Room temperature 
CV measurements: (a) 
control sample (g) showing 
charge injection from the 
gate into the oxide, (b) 
samples (a) and (b) treated 
with IPA show ideal CV 
curves. Legend shows 
different charging voltage 
for injection. Arrows show 
sweeping direction. 
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(a) Electron injection 

(i) (ii) 

0 5 10 

Cafe Voltage (V) 

(b) Hole injection 

(i) 

10 15 

Charging Voltage (V) 

20    .S, 0.4        0.5        0.6        0.7 

Vc60   (V) 

Vc60 (V) 

Tjo -16 -10 -5 -20 -15 -10 

Gate Voltage (V) Charging Voltage (V) 

Figures. Measurements and analyses at T=l OK for wafer (e) (i) family of CV sweeps (ii) Vflvs 
Vrimriie (Jii) Qf vs VcAo ■ Tlie figurcs in set (a) are for electron injection, while the set (b) for hole 
injection. 

sides and V,i„irgi- was stepped from 5-20V in steps of 0.5V. The CV curve moves to the right of 
the graph as electrons arc injected from the Si channel into the C^a. Clustering of CV curves can 
be observed, i.e., for some range even though the Vdwrgc is increased, there is no further charge 
injection. Similar experiments for hole injection have been shown in Fig. 3b (i). Vji is a measure 
of the weighted sum of charge between the control gate and the channel and can be extracted 
from the CV curves [ 11 ] for both electron and hole injections and plotted versus the Vdwrge as 
shown in Figs. 3a (ii) and 3b (ii). To extract fundamental MO positions of the Ceo with respect 
to the silicon energy bands during charging, we consult the energy band diagram of the capacitor 
as shown in Fig. lb. The effect of stepping the control gate voltage during charge injection from 
Si channel into the Cw is equivalent to scanning the energy levels of fullerene in energy with 
respect to the energy band of silicon. Hence, upon an alignment of an unfilled MO level to the 
silicon band, under favorable elccttic field there will be a high probability of electron tunneling 
into the MO ofthe Cfjoby direct tunneling through thin tunnel oxide. The voltage on CeoiVcdo) 
with respect to the conduction energy band of Si/SiOi interface can be calculated by considering 
a simple parallel plate capacitor model. Here, the gate charge (2MM/ is screened by the charge in 
the oxide Qfilc. charge injected into either Ceo or oxide traps near evaporated oxide thermal 
oxide interface if present as estimated from the extracted V/b) to produce a constant electric field 
in the tunnel oxide with capacitance Cimmei'- 
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V     = 'cm 
Qmal      Hf 

(1) 
^tunnel 

Using the above formulation, we extract g/ versus Vc60 as shown in Fig. 3a (iii) for electron 
injection. For different devices, we observe the same sharp step charging at VcecF^ 0.6V and the 
step size is about 2xl0'^cm'^. This step charging observed as an average over a large 250 nm 
square area is clearly due to charge confinement in the same energy level in a mono-disperse 
quantum dot or a MO. The number density of 2xl0'^ cm"^ is also consistent during step charging 
in all devices. Fig. 3b (iii) shows g/ versus Vc6o in hole injection. Here the slope of 2/ versus 
Vc60 indicates continuously distributed trap states. Comparatively such traps were not observed 
during electron injection. The hole injection into these traps is about 5 times higher than electron 
injection. However, there is a clear step charging at -0.36V of about 2xl0'^ cm"^ which screens 
the gate charge sufficiently that the field in the tunneling oxide drastically decreases, and hence 
decreases the magnitude of Vceo- 

DISCUSSIONS 

The sharp step charging during electron injection at Vc60 of 0.6V and number density of 2x10 
cm"^ consistently in different devices is a clear proof of the existence of Cm in molecular form in 
our device. Theoretically, MO alignment with silicon bands can be constructed as in [6]. A 
correction for the dielectric stabilization AE as given by the Eq. (2) should be subtracted from the 
MO calculation in vacuum to obtain the MO energy of Ceo 

A£ = 

qe\\—\ 
_±^jd = 2.5q   (ineV) (2) 

where K (~4 for SiOa) is the oxide dielectric constant and q is the number of electrons in the final 
Ceo anion [6]. Since the theoretical calculations do not reliably calculate absolute energies but 
give rather accurate relative energies of injection, the corroboration as shown in table 1 is 
remarkable. In fijture work, the experimental determination of MO alignment of Ceo with respect 
to siUcon energy bands can provide an alternative probe into the electronic property of Ceo inside 
a dielectric [13, 14]. Finally, control oxide quality can be improved by using hybrid deposition 
process of evaporated and PECVD oxide for room temperature operations. 

Table 1. Comparison of theoretical and experimental results on Ceo MO energies 
[nitial charge 
stale of C60 

MO energy for 
injection in 
vacuum (eV) 

Energy Correction 
in dielectric (eV) 

Dielectric 
stabilization 
coirected MO 
energy level for 
injection (eV) 

rheorctical VC60 
(eV) (shifted by 
i).23eVto zero for 
9.6eV) 

Experimental observation 
VC60 (cV) (details) 

0 -1.77 2.5 -4.27 -0.22 (-0.45) -0.45 to -0.35 (hole from 
CB) 

-1 1.29 5 -3.71 0.34 (0.11) 0.1 to 0.2 (electron from 
CB) 

-2 4.28 7.5 -3.22 0.83 (0.6) 0.6 (electron from CB) 

-3 7.31 10 -2.69 1.36 - 
-4 10.3 12.5 -2.2 1.85 - 
-5 13.24 15 -1.76 2.29 - 

407 



CONCLUSIONS 

In conclusion, we report our preliminary effort at integrating CNT and Ceo in the gate stack of 
CMOS devices. We have developed a MOS-compatible process that does not affect the integrity 
of the Ceo during processing as shovi'n by step charging at a specific potential for the fullerene 
MO levels with respect to the silicon band energies. Interface traps and silicon contamination are 
minimal. Further investigations of the MO of Ceo and it anions are promising from both scientific 
and engineering perspectives. The applications in nonvolatile memory, MOSFET scaling studies 
and CvMOS arc other interesting directions. 
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Probing the Long Range Distance Dependence of Noble Metal Nanopartlcles 
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ABSTRACT 

The localized surface plasmon resonance (LSPR) of noble metal nanopartlcles has recently 
been the subject of extensive studies. Previously, it has been demonstrated that Ag nanotriangles 
that have been synthesized using nanosphere Uthography (NSL) behave as extremely sensitive 
and selective chemical and biological sensors. The present work reveals information regarding 
the long range distance dependence of the localized surface plasmon resonance (LSPR) of silver 
and gold nanoparticles. Multilayer adsorbates based on the interaction of HOOC(CH2)ioSH and 
Cu^"^ were assembled onto surface-confined nanoparticles. Measurement of the LSPR extinction 
peak shift versus number of layers and adsorbate thickness is non-linear and has a sensing range 
that is dependent on the composition, shape, in-plane width, and out-of-plane height of the 
nanoparticles. Theoretical modeling confirms and offers a mathematical interpretation of these 
results. These experiments indicate that the LSPR sensing capabilities of noble metal 
nanoparticles can be tuned to match the size of biological and chemical analytes by adjusting the 
aforementioned properties. The optimization of the LSPR nanosensor for a specific analyte will 
improve an already sensitive nanoparticle-based sensor. 

INTRODUCTION 

For -20 years, surface plasmon resonance (SPR) sensors, that is, copper, gold, or silver 
planar films have been used as refractive index based sensing devices to detect analyte binding at 
or near a metal surface.' This sensor exhibits an extremely large refractive index sensitivity 
(-2x10* nm/RIU) and modest decay length (200-300 nm),^ and this sensitivity is proportional to 
the square of the electric field that extends from the metal film. Recently, it was reaUzed that 
this refractive index sensitivity also exists for noble metal nanoparticles. Although it has been 
demonstrated to operate successfully for nanoparticles, details regarding the aforementioned 
properties of planar SPR sensors still need a more complete explanation. 

Advancements in technology due to nanoscale phenomena of materials will be made and/or 
optimized when the chemical and physical properties of materials are more thoroughly 
understood. Prior to the realization of this technology, methods to synthesize isolated 
monodisperse nanoparticles in a controlled environment must be developed and their properties 
must be thoroughly characterized. 

The development of nanoparticle-based optical sensors is an extremely active area of 
nanoscience research. One such nanoparticle based optical sensor is known as the localized 
surface plasmon resonance (LSPR) nanosensor. The LSPR of noble metal nanoparticles arises 
when electromagnetic radiation induces a collective oscillation of the conduction electrons of the 
individual nanoparticles and has two primary consequences: (1) selective photon absorption 
which allows the optical properties of these nanoparticles to be monitored with UV-visible 
spectroscopy and (2) the enhancement of the electromagnetic fields surrounding the 
nanoparticles which is responsible for all surface-enhanced spectroscopies. 
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Recently, we found that a result of this phenomenon is the extreme sensitivity of 
nanoparticles to changes in its surrounding dielectric environment. For this reason, we have 
developed a sensing scheme based on this property. In order to understand and optimize this 
sensing platform, the goal of this work is to achieve a better comprehension of the 
electromagnetic fields surrounding the nanoparticle. Specifically, the elucidation of the long 
range distance dependence of the LSPR of surface confined noble metal nanoparticles will assist 
in Ae optimization of the LSPR nanosensor. 

EXPERIMENTAL DETAILS 

Materials 

11 -Mercaptoundecanoic acid (11 -MUA) and Cu(C104)2 were purchased from Aldrich 
(Milwaukee, WI). Absolute ethanol was purchased from Pharmco (Brookfield, CT). Hexanes 
and methanol were purchased from Fisher Scientific (Pittsburgh, PA). Ag wire (99.99%, 0.5 mm 
diameter) and Au wire (99.9%, 0.025 mm diameter) was obtained from D. F. Goldsmith 
(Evanston, IL). Borosilicate glass substrates. No. 2 Fisherbrand 18 mm circle coverslips were 
purchased from Fisher Scientific (Pittsburgh, PA). Tungsten vapor deposition boats were 
acquired from R. D. Mathis (Long Beach, CA). Polystyrene nanospheres with diameters of 
280±4 nm, 310±9 nm, 400±8 nm, 450±5 nm, and 510±11 nm were received as a suspension in 
water (Interfacial Dynamics Corporation, Portland, OR) and were used without further treatment. 
Millipore cartridges (Marlborough, MA) were used to purify water to a resistivity of 18 MDcm' . 
All materials were used without further purification. 

Substrate Preparation 

Glass substrates were cleaned in a piranha solution (1:3 30 % H202:H2S04) at 80°C for 30 
minutes. Once cooled, the glass substrates were rinsed with copious amounts of water and then 
sonicated for 60 minutes in 5:1:1 H2O:NH4OH:30% H2O2. Next, the glass was rinsed repeatedly 
with water and was stored in water until used. 

Nanoparticle Preparation 

NSL was used to fabricate monodisperse, surface-confined Ag nanoparticles (Figure 1). ' 
For these experiments, single layer colloidal crystal nanosphere masks were prepared by drop 
coating ~2 |iL of nanosphere solution onto glass substrates. Once the nanosphere masks were 
dry, the substrates were mounted into a Consolidated Vacuum Corporation vapor deposition 
system. A Leybold hficon XTM/2 quartz crystal microbalance (East Syracuse, NY) was used to 
measure the thickness of the Ag or Au film deposited over the nanosphere mask, dn,. Following 
metal deposition, the nanosphere mask was removed by sonicating the sample in ethanol for 3 
minutes. The perpendicular bisector of the nanoparticles, a, was varied by changing the 
diameter, D, of the nanospheres used. The samples were either thermally annealed for 1 hour at 
~600''C in the aforementioned chamber or solvent annealed. Unless otherwise noted, all 
samples were stabilized by solvent annealing. While the solvent slightly restructures the 
nanoparticles, that is, causes slight rounding of the nanotriangle tips, the overall triangular 
footprint is retained, and in this process, also produces stable extinction maxima readings in a 
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Figure 1. Ag nanoparticles were fabricated using NSL. Six steps are required for the 
synthesis of the nanoparticles: (1) glass or mica substrates are cleaned, (2) monodisperse 
polystyrene nanospheres are drop-coated onto the substrate, (3) a single layer of hexagonally 
close packed nanospheres dries creating a nanosphere mask, (4) Ag metal is vapor deposited 
onto the sample, (5) the nanosphere mask is removed via sonication in ethanol, and (6) the Ag 
nanoparticle sample is prepared for sensing experiments. 

given environment. Thermal anneaUng is performed to convert the nanotriangles into 
nanohemispheres. A comparison between the two annealing methods enables the study of LSPR 
sensing as a function of nanoparticle shape. 

Ultraviolet-visible Extinction Spectroscopy 

Macroscale UV-vis extinction measurements were collected using an Ocean Optics 
(Dunedin, FL) SD2000 fiber optically coupled spectrometer with a CCD detector. All spectra 
collected are macroscopic measurements performed in standard transmission geometry with 
unpolarized light. The probe beam diameter was approximately 2 mm. 

Nanoparticle Annealing 

A home built flow cell' was used to control the external environment of the Ag nanoparticle 
substrates. Prior to modification, the Ag nanoparticles were solvent annealed.' Dry N2 gas and 
solvent were cycled through the flow cell until the A.max of the sample stabilized. 

Nanoparticle Functionalization 

After solvent anneaUng, the nanoparticle samples were functionalized with 1 mM 11-MUA 
(ethanol) solutions. Within 10 minutes, the extinction maximum of the sample stabilized and the 
sample was rinsed with copious amounts of ethanol. At this point, the sulfhydryl group binds to 
the Ag surface, thus placing the carboxylic acid group away from the surface. Next, a 1 mM 
Cu(C104)2 (ethanol) was exposed to the sample until the extinction maximum peak had stabilized 
(less than 3 minutes). The sample cell was flushed with ethanol, and the extinction spectrum of 
the sample in Nj was collected. The Cu^* ions interact with the surface-confined carboxyHc acid 
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t   HS-(CH.)„-COOH 

Figure 2. (A) AFM image of thermally annealed Ag nanoparticles. Ag nanoparticles were 
first synthesized using NSL. Following that process, the samples were then placed in a high 
vacuum chamber and heated to induced nanoparticle annealing. The resulting nanoparticle 
have in-plane widths of 110 nm and out-of-plane heights of 61 nm. The image is 1 |im x 1 
Hm. (B) Binding chemistry of the multilayer SAMs. One layer consists of 11- 
mercaptoundecanoic acid and Cu *. 

groups. This represents one layer. A new layer is initiated by the introduction of 11 -MUA. The 
sulfhydryl groups interact with the surface-confined Cu^"^ ions, etc. These functionalization steps 
were repeated until the extinction maximum no longer shifted. 

Atomic Force Microscopy (AFM) 

AFM images were collected using a Digital Instruments Nanoscope IV microscope and 
Nanoscope Ilia controller operating in tapping mode. Etched Si nanoprobe tips (TESP, Digital 
Instruments, Santa Barbara, CA) were used. These tips had resonance frequencies between 280 
and 320 kHz and are conical in shape with a cone angle of 20° and an effective radius of 
curvature at the tip of 10 nm. The image shown in Figure 2A that represents a thermally 
annealed sample is unfiltered data that were collected in ambient conditions. The height of the 
nanoparticles, b, was determined using AFM. 

RESULTS AND DISCUSSION 

The metal ion, carboxylated alkanethiol self-assembled monolayer (SAM) has many 
desirable characteristics (Figure 2B):*'' (1) the first alkanethiol layer forms with the thiol group 
on the metal surface with no significant mixing of molecule orientation, (2) the second (and 
additional) alkanethiol layer forms with the same orientation as the first, (3) the first two 
alkanethiol layers have approximately equal number of molecules, (4) 20+ uniform layers can be 
formed, and (5) the refractive index of the layer is constant and assumed to be -1.5 to 1.6 
depending on layer ordering.'^ * The exact binding of the alkanethiol to the metal ions is unclear. 
X-ray photoelectron spectroscopy studies indicate that 1 to 8 metal ions coordinate to every 2 
carboxyl groups. Despite this unknown interaction, this multilayer structure offers a simple, 
controlled way to probe the long range distance dependence, and correspondingly, the 
electromagnetic field strength 10+ nm away from the nanostructured surfaces. 
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Shape Influences on LSPR Long Range Dependence 

The UV-vis extinction spectra for thermally annealed Ag nanoparticles (a = 110 nm, b = 61 
nm) with 0-20 SAM layers is found in Figure 3A. Several distinctive features can be discerned 
from this data. As the adsorbate layer thickness increases, the extinction maximum red shifts, 
the full width half maximum (FWHM) remains approximately constant (100± 10 nm), and the 
peak intensity increases. At layer 16, the extinction maximum stops shifting, the FWHM begins 
increasing, and the peak intensity begins to decrease. These three diagnostic features signal that 
of the sensing volume of the nanoparticle had been saturated. 

An example of the LSPR extinction maximum shift from bare nanotriangles and 
nanohemispheres versus multilayer thickness (as determined by AFM) is displayed in Figures 
3B. In this study, nanotriangles were synthesized on a glass substrate using nanospheres (D = 
400 nm) and 50.0 nm of Ag metal. After nanosphere removal (in the case of Figure 3B), the 
samples were placed in a high vacuum chamber where they were thermally annealed for 1 hour 
at ~600°C. The nanotriangles (a = 114 nm, b = 54 nm) were converted into nanohemispheres (a 
= 110 nm, b = 61 nm) during this process. In both cases, the samples were stabiUzed in solvent 
and exposed to the appropriate molecular solution. In all cases, incubation in 11-MUA and 
Cu(C104)2 constitutes one layer. It is evident that even at low multilayer thicknesses, the 
nanotriangles give larger LSPR responses than the nanohemispheres. This result is consistent 
with studies done on identically prepared samples where the LSPR shift induced from 
hexadecanethiol was larger for nanotriangles than for nanohemispheres.   Additionally, 
theoretical studies support that as nanoparticles become more spherical, the electromagnetic field 
strength at their surface decreases."' '^ This indicates that the electromagnetic fields at the 
nanoparticle surface are more intense for nonhemispherical nanoparticles. Finally, because 
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Figure 3. (A) Long range LSPR spectroscopy of Ag nanoparticles (a = 110 nm, b = 61.0 nm) 
for 0 - 17 layers of Cu^"^/HS-CH2)ioCOOH. All extinction measurements were collected in a 
N2 environment. (B) Shape dependence on the long range LSPR distance dependence for Ag 
nanoparticles (D = 400 nm). (B-1) LSPR shift vs. Number of SAM layers/layer thickness for 
solvent annealed Ag nanoparticles. (B-2) LSPR shift vs. Number of SAM layers/layer 
thickness for thermally annealed (600° C for 1 hour) Ag nanoparticles. 
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nanotriangles exhibit larger total LSPR shifts and can detect molecules larger distances away 
from the nanoparticle surface, their electromagnetic fields strength and sensing volumes are both 
larger. 

CONCLUSION 

It was suspected that the linear distance dependence found in our previous alkanethiol self- 
assembled monolayer (SAM) formation studies was the thin shell limit of a longer range, 
nonlinear dependence. To verify this, a multilayer SAM shell approach based on the interaction 
of HOOC(CH2)ioSH and Cu^* was used and were allowed to assemble onto surface-confined 
noble metal nanoparticles, and monitored their properties using UV-visible spectroscopy. 
Measurement of the LSPR extinction peak shift versus number of layers and adsorbate thickness 
is non-linear and has a sensing range that is dependent on the composition,   shape,   in-plane 
width," and out-of-plane height'-' of the nanoparticles. Specifically, the following long range 
aspects of the LSPR nanosensor was demonstrated: (1) the LSPR shift versus number of 
adsorbate layers and adsorbate thickness is non-linear and (2) nanotriangles have larger sensing 
volumes and arc more sensitive to multilayer adsorbates than nanohemispheres of equal volume. 
This optimization when coupled with additional size and composition studies and theoretical 
studies''' is allowing us to significantly improve an already sensitive nanoparticle-based sensor. 
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ABSTRACT 

A tight-binding hamiltonian is used to study the electronic properties of covalently-bonded, 
crossed (5,5) metallic nanotubes with increasing degree of disorder in the junction region. At one 
extreme, ideal junctions between coplanar nanotubes with a minimal number of topological 
defects show a good ohmic behavior. Upon increasing disorder, ohmic conduction is suppressed 
in favor of hopping conductivity. At the opposite extreme, strongly disordered junctions as could 
be obtained after electron-beam irradiation of overiayed nanotubes, display weak locaUzation 
and energy quantization, indicating the formation of a quantum dot contacted to metallic 
nanowires by tunnel barriers. 

INTRODUCTION 

Carbon nanotubes (CNTs) have been proposed as a main component of future nanoscale 
electronics, either as fully active circuit elements in the form of linear, Y-shaped or T-shaped 
heterojunctions [1-3], or as interconnects in molecular-level devices [4]. Such extended 
capabilities are made possible by the fascinating electronic properties of CNTs, which can 
behave either as metals or semiconductors as a function of their molecular symmetry. 

Junctions between CNTs are a key factor in the design of such nanoscale integrated 
devices. In particular, the properties of crossed nanotube junctions bonded by van der Waals 
interactions have been already investigated in some detail by both experimental and theoretical 
methods [5-7]. Conduction in such weakly-coupled junctions occurs purely by tunneling, as 
determined by two- and four-terminal measurements aimed at factoring out the effect of the large 
contact resistance between the CNT and the metaUic electrodes [8-9]. A different, and much less 
understood situation is encountered in the strongly-coupled, covalently-bonded junctions 
obtained by, e.g., electron-beam irradiation of crossed CNTs [10-11]. In this case a whole range 
of electrical conduction mechanisms, from purely ohmic, to phonon-assisted hopping, to 
quantum tunnehng, is expected depending on both the electrical properties of pristine nanotubes 
and the nature of the covalent bonds formed upon irradiation. 

In the present work we investigate the electronic properties of covalently-bonded ("e-beam 
welded") crossed-CNT junctions by means of tight-binding molecular dynamics (TBMD) 
simulations, based on a well-estabUshed orthogonal TB model for carbon [12]. We calculate and 
analyse the local density-of-states (LDOS) and localization coefficient ("participation ratio") for 
a number of different atomic structures. We find that a strongly disordered junction obtained by a 
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simulated electron-beam irradiation welding may give rise to a quantum dot (QD). Such all- 
carbon QD structures appears very promising for several applications. 

SIMULATION RESULTS 

In all our studies we used an orthogonal TB model [12] including four valence orbitals 

Y'Px>Py'Pz S fo""^^'^h ^ atom. The electronic structure is obtained by analyzing the 

eigenvector spectrum c*" for the eigenvalues  £",    ne 4N, with A^ the number of C atoms 
and 4N the number of electrons in the supercell. 

The "participation ratio", proportional to the second moment (mean) of the probability 
density, is defined as: 

P'"' = 4N'ZJc':\n)\\ (2) 

the sum running over all sites r/ and orbitals a. Its deviation from the ideal value (4 A^)   gives 
an overall measure of the localization of the «-th eigenvalue. 

In the following we will discuss the simulation results for three representative covalent 
junction configurations, respectively displaying purely ohmic conduction, hopping-dominated 
charge transport and QD behavior with tunnel barriers. We start by describing the arrangement 
of our three model systems: 

(a) an "ideal" junction between two coplanar (5,5) CNTs, with a diameter of 0.67 nm each. 
The system is periodic in the x and y directions and practically infinite along z. Two 
interpenetrating (5,5) CNT segments of 32 units each (corresponding to a length of about 3.9 nm 
between two periodic images of the junction along both x and y) are placed in the z=0 plane, 
with the cylinder axis parallel to the x and y direction, respectively. When two atoms are closer 
than 1.2 A, one is removed by construction. The final atomic configuration, containing 568 C 
atoms, was relaxed by TBMD at T=0 K. The junction is asymmetryc, i.e. all the connections 
between the four branches of the (5,5) CNTs are different from each other. Overall, the junction 
region contains 2 twofold-coordinated C atoms, 6 octagonal rings, 4 heptagonal rings and 2 
pentagonal rings. 

(b) a "covalent" junction obtained by crossing two overlayed (5,5) CNTs of length 2.95 nm 
each (24 units), respectively placed at z=0 and parallel to the x-axis, and at z=-(-7.2 A and parallel 
to the y-axis. The initial intertube distance is, therefore, about 0.5 A. Three atoms were removed 
from the junction since too close to each other. After the structural relaxation of both the atomic 
positions and the supercell shape, the junction contains 3 heptagonal rings and 14 fourfold 
coordinated C atoms, all with bond angles largely distorted with respect to an ideally tetrahedral 
sp' bonding. 

(c) a more "realistic" junction, as could be obtained after electron-beam irradiation of two 
crossed CNTs. As in the previous junction configuration, two segments of (5,5) CNTs containing 
340 atoms each were overlayed at a wall-to-wall distance of about 3 A along the z axis. In this 
case, however, a simulated electron-beam irradiation procedure was firstly carried out by 
combined microcanonical and Langevin molecular dynamics with a Tersoff-Brenner empirical 
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Figure 1. Top panel: Relaxed atomic structure of the junction obtained by simulating the 
electron-beam irradiation of two overlayed (5,5) carbon nanotubes. Bottom: DOS (full curve) 
and eigenvalue participation ratio (histogram) around the Fermi level (shifted at E=0). 

potential [14]. The resulting atomic configuration was subsequently relaxed by TBMD. The final 
junction appears highly disordered (see Fig. 1-a), with a sort of amorphous-like particle 
embedded within four CNT arms. Such a junction includes a large number of miscoordinated 
atoms, and several four-, five-, seven- and eightfold rings. 

Let us now discuss the electronic structure of the three model systems. For the junction (a), 
the DOS remains quite flat around the Fermi level. No sign of localization is apparent for an 
extent of about 0.5 eV above E^, while a moderate localization is seen for a few "shallow" 

states lying immediately below E^. This implies that the structural defects induce only a 
moderate perturbation on the conduction-electron wavefunctions. Moreover, if we cut away from 
the junction those sites at which the shallow states are mostly localized, the atomic structure still 
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preserves several connecting paths across all the four branches of the cross. These paths, by 
contrast, support fully-extended electronic states, meaning that a good ohmic conduction is 
preserved in the coplanar CNT junction even in the presence of a moderate concentration of 
topological and coordination defects. 

For the junction (b), the DOS shows a distinct peak around the Fernii energy, 
corresponding to whole set of strongly localized states including the eigenvalue at E = 0. 
Practically all such localized states originate from the fourfold coordinated sites connecting the 
two CNTs. In this kind of junction, therefore, ohmic conduction is suppressed and the only 
viable transport mechanism should be phonon-assisted hopping across localized states. Such a 
behavior is consistent with the general observation that an increasing concentration of defects 
brings about increasing localization. 

The most interesting behavior is definitely shown by the junction (c). The electronic 
structure of this kind of junction, shown in Fig. 1-b (full curve) together with the participation 
ratio P'"' (histogram), is quite surprising. A whole band around the Fermi level is localized at 
the junction region. All the energy levels are quantized within the junction, although being finely 
spaced by AE ~ 10 — 50 meV. Such levels are defect states, but are weakly localized (i.e., 
spread) over the whole of the junction sites, while not belonging to the rest of the system. 

This makes the central part of the junction to behave as a distinct object, in some way 
disconnected from the adjoining portions of the CNTs. This can be clearly seen by studying the 
square modulus of the wave function (i.e., the sum of the squares of the coefficients) as a 
function of the distance x,-, spanning the axis of the nanotube (see also [15]). Starting from the 
first few energy levels above E/,-, the wavefunctions are substantially different from zero only in 
the junction region, in some ca.ses being more strongly localized just at a few atomic sites within 
the junction. Such a combination of energy quantization and weak spatial localization is the 
typical signature of a quantum dot (QD). Moreover, by looking at the local-DOS (obtained by 
projecting the total DOS on selected subsets of atomic sites) it can be seen that the first few 
carbon rings immediately adjacent to the QD show a forbidden band of states immediately above 
Ef, i.e., these rings behave as tunnel barriers between the junction and the adjoining perfect- 
CNT branches. 

The above results suggest that by combining nanomanipulation techniques and electron 
irradiation of CNTs, airays of all-carbon-based QDs as small as 1 nm, spaced by 5-10 nm, could 
be obtained. These should be experimentally realizable by manipulating CNTs with the tip of an 
atomic-force microscope over properly arranged metallic contacts, and by subsequently 
irradiating the junction region as demonstrated in [10-11] to create a single QD, pairs of coupled 
QDs and, eventually, arrays of regularly spaced QDs by means of tailored CNT-growth 
techniques [13]. Such QDs would be connected to ballistic conductors (the CNT arms) by 
constiuction, separated by a tunnel-barrier gate possibly allowing quantized charge injection into 
the QD. The junction region would be made chemically inert by saturation with hydrogen, which 
should not however alter its basic QD behavior. The application capabilities of such all-carbon 
nanoelectronic devices as building blocks of more complex molecular-scale electronic circuits 
should be immediately evident. For example, reactive substitution of hydrogen with organic 
radicals should be feasible, to explore possible connections with the domain of electronically- 
active molecules contacted to QD arrays. 
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